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This course aims to enable graduate students to learn and master commonly used statistical and mathematical methods in
image processing, including Fourier transform, convex optimization, Bayesian estimation, machine learning, etc., so that they
can apply these mathematical methods to solve practical image processing problems and have the ability to conduct related
research. The basic goal is to teach students to master various statistical and mathematical methods in image processing,
cultivate students' statistical thinking and mathematical analysis ability, and lay a good foundation for subsequent research on
image applications.
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This course will use a combination of teaching methods, including lectures, and case studies. The aim is to help students better
understand and master the knowledge through classroom teaching and case practice. After studying this course, students should
be able to

1. Master the basic knowledge, deeply understand and master the various concepts and statistical or mathematical approaches.
Students should be able to remember not only concepts, but also basic models and algorithms, while also having a deep
understanding of how to use these techniques to solve problems.

2. Master basic skills and perform image reconstruction and classification analysis correctly. Develop thinking skills, improve
the ability to analyse data, and even generalize.

3. Improve the ability to solve practical problems. After studying this course, students should be able to use their acquired
knowledge to develop a reasonable model of the actual problem to solve the relevant image processing problems.
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Course Contents
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Section 1 1 A4 (2hours)
1. Introduction (2 hours)

Section 2 2 HUEmiA iR (4 hours)
1.1 {87 AR 5 8
1.2 KB

1.3 &I 5 i

2 Math Prerequisite (4 hours)

2.1 Fourier Transform and Filtering

2.2 Deconvolution

2.3 Linear System and Inverse Problems

Section 3 3 KB #AEF(8 hours)
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3.2 T ja] ) DU AR A
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3.4 F IR R

3.5 B TT k%

3 Image Deconvolution (8 hours)

3.1 Inverse/Wiener filtering

3.2 A Bayesian perspective of inverse problems
3.3 Total variation

3.4 The half-quadratic splitting (HQS) method
3.5 Alternating Direction Method of Multipliers
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4.3 1ENfL

4.4 fRRAR IR
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4 Variational Methods for Image Restoration (16 hours)
4.1 Convex analysis

4.2 Image deblurring

4.3 Regularization

4.4 Solving variational models

4.5 Patch-based methods
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5 Data-driven Methods in Image Processing (12 hours)
5.1 Introduction to neural networks

5.2 Semi-supervised learning and image classification.
5.3 Autoencoders and image denoising

5.4 Physics-driven neural networks

Section 6 6. TIEBIIPNE (6 /NI
6.1 CT B E MR 3) /1%
6.2 H BRI 5K & iR 7 v

6. Selection of Additional Topics (6 hours)
6.1 Unrolling dynamics for CT Image reconstruction
6.2 Tensor decomposition for object detection
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PR SR General assessment (ZNJUEGPARAENE, Quiz & Homework) 50%
WK H Final project 50%
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Textbook and Supplementary Readings

1. Image processing: the fundamentals by Maria Petrou and Costas Petrou

2. Fundamentals of Digital Image Processing: A Practical Approach with Examples in Matlab by Chris
Solomon and Toby Breckon

3. Digital Image Processing (3rd ed.) by Rafael C. Gonzalez and Richard E. Woods




