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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
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1.  BRELH Course Title
Convex optimization and its application in machine learning
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| Originating Department School of System Design and Intelligent Manufacturing
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3. SDM368
Course Code
4.  RFEZS) Credit Value 3
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Course Type
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6. 2 Autumn
Semester
RBRES I . .
7. R PEXE English & Chinese
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Contact Xuyang Wu
(For team teaching, please list School of System Design and Intelligent Manufacturing
allinstructors)
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Delivery Method Lectures || Tutorials Lab/Practical ||Other (Please specify) | Total
SR 48 0 0 0 48
Credit Hours
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This course aims to teach students how to use optimization theories and algorithms effectively to solve
real-world problems. It also helps them understand and solve machine learning problems from an
optimization point of view. To succeed in this course, students need to learn the basics of optimization

theories, typical optimization methods, and machine learning frameworks and algorithms.

L% S & Learning Outcomes

b2 180 SUMRAINE. %N g B 2 B2 7
Understand basic concepts and foundational theories of optimization.
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Be familiar with classical optimization algorithms and their pros and cons, and be able to select and implement suitable
algorithms to solve real-world problems.
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Be capable of performing theoretical convergence analysis on simple optimization algorithms.
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Be able to perceive and solve machine learning problems from an optimization perspective.
ESS LR EEN 2 /LR

Be familiar with commonly used optimization software packages.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)
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Section 1 PRFES4H / Introduction 2

Section 2 IMAEEFRY %L/ Convex set and convex functions 4

Section 3 Ak Rl %/ Convex optimization problem 3

Section 4 T RNATTVE 1 B R4/ Unconstrained optimization method I: gradient descent 3

Section 5 TLIRANATTVE L1 KBRS R 4T iy%/ Unconstrained optimization method I1: 3
subgradient descent and proximal method

Section 6 T RATTVE 11 kS 7L/ Unconstrained optimization method II1: conjugate 1.5
gradient method

Section 7 T RATTIE IV: &%/ Unconstrained optimization method IV: second-order 4.5
methods

Section 8 PRFE[EIE T/ Course review [ 1.5

Section 9 TAIRAAL . P B H XE A KKT 4614/ Constrained optimization: Lagrange duality and | 4.5
KKT condition

Section 10 TARMA 7 T XHEALE EFF/ Constrained optimization method I: dual ascent

Section 11 AR TTVE 1L FETIES B 5H7E/ Constrained optimization method I1: penalty
function—based methods

Section 12 THARALTTVE TIL: N &Y%/ Constrained optimization method I11: interior—point 3
method

Section 13 PLEs24 ) fi/r/ Illustration of machine learning from an optimization perspective 3

Section 14 2 W28 2] 532/ Typical machine learning algorithms 4.5

Section 15 AL SRR A BG4/ Software packages for solving optimization problems 3

Section 16 PRFEEE TT/ Course review IT 1.5

Section 1 - 3,

Section 8, 16:

9: AL EIERE/ Theoretical foundations of optimization

Section 4 - 7, 10 - 12: {4k L/ optimization algorithms
Section 13 - 14: fALRIEENH: #Hl28%%>]/ machine learning
Section 15 : Matlab / Python fhAL>KfF#ESS/ software packages for solving optimization problems

PRAZMEE/ course review

Bt R B 5 %%H Textbook and Supplementary Readings

1. {4t/ Convex Optimization, Stephen Boyd and Lieven Vandenberghe, Cambridge University Press (EE&%)
2. JELEMERIRI/ Nonlinear Programming, Dimitri. P. Bertsekas, Athena Scientific Press
3. ATFHEIES 4L E%E/ Optimization for Data Analysis, Stephen J. Wright and Benjamin Recht, Cambridge

University Press
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Quiz | [ | [

PRIET H Projects | || ” ”

SERF AL Week 1-15 20

Assignments

BPER
Mid-Term Test

HARER 70

Final Exam

BRHRE
Final
Presentation
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Others (The
above may be
modified as
necessary)
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VA, +=F5%) Letter Grading
OB. ZgidsrHl GRIZ/AEE) Pass/Fail Grading

R #HH# REVIEW AND APPROVAL
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This Course has been approved by the following person or committee of authority




