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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.
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This course aims to provide postgraduate students (especially, majoring in statistics) a background in modern computationally-
intensive methods in statistics. It emphasizes the role of computation as a fundamental tool of discovery in data analysis, of
statistical inference, and for development of statistical theory and methods.

Tk 2% > iR Learning Outcomes

On successful completion of the course, students should be able to:

understand the importance of the technique for generating random variables in Bayesian statistics, Monte Carlo
integration and bootstrapping methods;

realize the advantages and disadvantages of the Newton-Raphson algorithm and the Fisher scoring algorithm and apply
them to fit generalized linear models;

understand the essence and basic principle of the EM-type algorithms and MM-type algorithms, realize their range of
application, and apply them to solve practical problems;

apply EM-type algorithms to find the posterior mode and apply Markov chain Monte Carlo methods to generate posterior
samples;

apply bootstrap methods to obtain estimated standard errors of estimators and confidence intervals of parameters for
both parametric and non-parametric cases.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)




/" SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY

CEEZ Y

18.

19.

Chapter 1 : Generation of Random Variables including the inversion method, the grid method, the sampling/importance re-
sampling method, the stochastic representation method, and the conditional sampling method (12 hours)

Chapter 2: Optimization techniques including Newton’ s method, Fisher scoring algorithm, expectation-maximization (EM)
algorithm and its variants, and minorization-maximization (MM) algorithm.(15 hours)

Chapter 3:Integration including Laplace approximations, Riemannian simulation, the importance sampling method and the variance
reduction techniques.(5 hours)

Chapter 4:Markov chain Monte Carlo methods including data augmentation algorithm, Gibbs sampler, and the exact inverse Bayes
formulae sampling.(8 hours)

Chapter 5:Bootstrap methods including parametric/nonparametric bootstrap confidence intervals, and hypothesis testing with the
bootstrap.(8hours)

b R ES %% A Textbook and Supplementary Readings

In this course, no single textbook can cover all the topics. Relevant references are as follows:

[1] Tan, M., Tian, G.L. and Ng, K.W. (2010). Bayesian Missing Data Problems: EM, Data Augmentation and Non-iterative
Computation. Chapman & Hall/CRC, Boca Raton.

[2] Givens, G.H. and Hoeting, J.A. (2005). Computational Statistics. Wiley, New York.

[3] Gentle, J.E. (2002). Elements of Computational Statistics. Springer, New York.

[4] Gentle, J.E. (2003). Random Number Generation and Monte Carlo Methods. Springer, New York.
[5] Robert, C.P. and Casella, G. (2005). Monte Carlo Statistical Methods (2nd Ed.). Springer, New York.

[6] Tanner, M.A. (1996). Tools for Statistical Inference: Methods for the Exploration of Posterior Distributions and Likelihood
Functions (3rd Ed.). Springer, New York.

[7] McLachlan, G.J. and Krishnan, T. (1997). The EM Algorithm and Extensions. Wiley, New York.

[8] Gilks, W.R., Richardson, S. and Spiegelhalter, D.J. (1996). Markov Chain Monte Carlo in Practice. Chapman & Hall, London.
[9] Efron, B. and Tibshirani, R.J. (1993). An Introduction to the Bootstrap. Chapman & Hall, London.

[10] Davison, A.C. and Hinkley, D.V. (1997). Bootstrap Methods and Their Application. Cambridge University Press, New York.
[11] Lange, K. (1999). Numerical Analysis for Statistics. Springer, New York.

[12] Lange, K. (2004). Optimization. Springer, New York.
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This Course has been approved by the following person or committee of authority




