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COURSE SPECIFICATION
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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be

EFEAL K Course Title

AT%65% Introduction to Artificial Intelligence

BIRBL R
Originating Department

LRI % 5 T8 % Department of Computer Science and Engineering

BRI

CS103

Course Code
P24y Credit Value 2
REZ iR E1FE General Education (GE) Elective Courses
Course Type
TR

% #Z Fall
Semester
BRES

Teaching Language

FFFEXUIE English & Chinese
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Instructor(s), Affiliation&
Contact

(For team teaching, please list
all instructors)

XYL, #¥%, HHEHBY5THER, luj@sustech.edu.cn
Jiang Liu, Professor, Department of Computer Science and Engineering,

liuj@sustech.edu.cn
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Tutor/TA(s), Contact

ERABFRBU(FTAE)
Maximum Enrolment

(Optional)
BRI PR AR | ERIES] HE(EREKEH) pSEdiny
Delivery Method Lectures |Tutorials Lab/Practical |Other (Please specify) |Total
e 32 32

Credit Hours
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Academic Requirements
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Pre-requisites or  Other|NA

JREERAE. HEFIHR
Courses for which this course|JC None
is a pre-requisite

HEBRBRARENER | 5 none
Cross-listing Dept.

RN K # ¥ H P SYLLABUS
#22 H¥5 Course Objectives

This course provides an introduction to artificial intelligence (Al . Topics talked will help students to achieve the
following 3 main objectives:

1) Highlight fundamental Al concepts: including agent, knowledge, search, game theory, reasoning, planning, learning,
and importantly biological and psychological foundations behind Al development.

2) Introduce the current data driven deep learning Al models, algorithms and platforms: including the development of
deep neural network and various popular deep learning network structures and development platforms.

3) Inspire student’s interest in Al: In order to encourage students to engage Al in their future careers and study, various

Al applications will be introduced and discussed. Students are asked to work on Al application projects, group
project presentation will be graded.
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ik % > R Learning Outcomes

On completion of the “Introduction to Artificial Intelligence” module, students should be able to:

1) Understand the Al computation and biological foundation and agent-based Al architecture

2) Learn the deep learning Al algorithms and techniques

3) Inspire them to think and explore further in engaging Al for real-world applications in the future studies
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)
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Week 1: Introduction of Al: Definition and Issues

Week 2: Solving Problem by Searching

Week 3: Problem Space and Search

Week 4: Blind Search Heuristic Search

Week 5: Game Play Theory

Week 6: Machine Learning

Week 7: Neural Network Models and Revision

Week 8: Mid-Term Examination

Week 9: Feed Forward Neural Networks

Week 10: Deep Learning - Convolutional Neural Networks
Week 11: Deep Learning -Network Optimization and Regularization
Week 12: Deep Learning — Memory and Focus mechanism
Week 13: Data mining, Knowledge Representation and Reasoning
Week 14: Probabilistic Reasoning and Bayesian Theorem
Week 15: Project Presentations

Week 16: Summary and Revision
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b R H e 2% %K Textbook and Supplementary Readings

1. Atrtificial Intelligence — A Modern Approach (AIMA) (Russell/Norvig)
Web site: http://aima.cs.berkeley.edu/
2. Neural Networks and Deep Learning {144 S5IREE2:3]) BRGNS

Web site: https://nndl.github.io/
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Type of
Assessment

H &) Attendance
WERI

Class
Performance

N L

Quiz

R H Projects
SERMEML
Assignments

il Sy
Mid-Term Test

BIRER

Final Exam

BIARIRE

Final

VRS ASSESSMENT

HERBRS AN HLAT
% of final Penalty
score

#u

Notes

10%

40%

20%

30%
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Presentation
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Others (The
above may be
modified as
necessary)

1243773 GRADING SYSTEM

M A. -=%%% 4| Letter Grading
OB. —&idsr GE/AEL) Pass/Fail Grading

R #t REVIEW AND APPROVAL
FRERECET U TRENZRSHED

This Course has been approved by the following person or committee of authority




