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directed to the course instructor.
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# % H#% Course Objectives

With the development of modern internet usage and extreme large amount of metadata produced each day, the need to
search for relevant information becomes a vital part of technology. Search engines such as Google and Bing, are utilizing
methods in information retrieval to bring to users fast and accurate search results. In this course, we will also learn about
the basics in information retrieval and its web-based and text-based applications.
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After this course, students should be able to:

1. To gain an understanding of the basic concepts and techniques in Information Retrieval;

2. To understand how statistical models of text can be used to solve problems in IR, with a focus on how the
vector-space model and the language model can be applied to the document retrieval problem;

3. To understand how statistical models of text can be used for other IR applications, for example clustering;

4. To appreciate the importance of data structures such as an index to allow efficient access to the information in
large bodies of text;

5. To have experience of building a document retrieval system, through the practical sessions, including the
implementation of a relevance feedback system.
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64 hours in total. 2 hours lecture and 2 hours lab for each week.

Week1: Introduction to Information Retrieval

Lab1: Introduction to Python and Installation of the Python IDE
Week2: Boolean Retrieval and Inverted Indices

Lab2: Implement of Inverted Indices

Week3: Term Vocabulary and Posting List

Lab3: Implement of Boolean query

Week4: Dictionary and Tolerant Retrieval

Lab4: Use one method to realize spelling correction

Week5: Index Construction

Lab5: Implement of Single-pass in-memory indexing algorithm

Week6: Index Compression

Lab6: Implement of Variable length encoding and decoding algorithm
Week7: Scoring and Vector Space Model

Lab7: Computing Jaccard coefficient and tf-idf weighting for documents
Week8: A Complete Search System

Lab8: Use tf-idf weighting to realize a simple Vector Space Model
Week9: Mid-term Exam

Lab9: Review

Week10: Evaluation

Lab10: Evaluation for a search system

Week11: Relevance Feedback and Query Expansion, and XML Information Retrieval
Lab11: XML Retrieval

Week12: Probabilistic Information Retrieval and Language models for Information Retrieval
Lab12: Choose one of models to realize retrieval

Week13: Text Classification

Lab13: Choose one of methods to realize text classification

Week14: Text Clustering
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Lab14: Choose one of methods to realize text clustering
Week15: Web Crawling and Link analysis

Lab15: Implement a crawling of text

Week16: Final Exam

Lab16: Review

b R H e 2% %K Textbook and Supplementary Readings

Introduction to Information Retrieval

https://nlp.stanford.edu/IR-book/
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This Course has been approved by the following person or committee of authority




