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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.

1. RFE%LHK Course Title 481 7 4bFE Natural Language Processing

2. TNl 5 TR % Department of Computer Science and Engineering
Originating Department

3. RERS CS310
Course Code

4. %4 Credit Value 3
5. R Lk k1515 Major Elective Courses
Course Type
BRY
6. % #7Z Spring
Semester
R o
7. H: English

Teaching Language

BRET. TRER. KA
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A IR BT EREE, BIEREER, MENREE TER, kot@sustech.edu.cn

8. TOM Ko Yu Ting, Assistant Professor, Department of Computer Science and

Instructor(s), Affiliation&
Contact Technology, kot@sustech.edu.cn

(For team teaching, please list
all instructors)

L0 RIBIE. FIB¥R. BRAR
9. N 347 To be announced

Tutor/TA(s), Contact

ERABPRB(FTANIH)
10.  Maximum Enrolment
(Optional)
1. FRIA i %5d SIRBIFRIT® (RWIE He(FRMAEN) ISESh)
Delivery Method Lectures |Tutorials Lab/Practical |Other (Please specify) |Total

BT 32 0 32 0 64
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Credit Hours
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Pre-requisites or Other| CS303 A\ T.%§E Artificial Intelligence OR an equivalent course in another university
Academic Requirements

JEERAE. HEFIHH
Courses for which this course| G
is a pre-requisite

HEERBEARERZR Too RHSZHE RIER,
Cross-listing Dept. None. Not applicable for other departments other than CSE.

FEERP R ¥ H G SYLLABUS
# % B4 Course Objectives

This course covers all relevant knowledge in automatic speech recognition and partially introduces natural language
processing. Basic concepts in machine learning, e.g. Bayesian decision theory, maximum-likelihood training, pattern
classification will also be covered. The most important components in speech recognition, e.g. acoustic model, language
model and pronunciation dictionary will be discussed separately. Some very popular language tasks, e.g. machine
translation, information extraction, text classification will also be discussed. At the end of the course, the students should
know how to design a real-life application based on the components they learned.

ik %> Bk Learning Outcomes

After taking this course, the students should be able to:

1. Understand the basic concepts in pattern classification and machine learning, as well as all the relevant
components in automatic speech recognition.

2. Build a speech recognition system from scratch. If time is allowed, they can also learn how to implement the
system in a mobile device.

3. Understand some speech-related techniques like speaker verification, language identification and text-to-
speech.

4. Understand the basic in natural language processing like machine translation, information extraction and text
classification.

5. Understand how deep learning is applied in speech recognition and NLP tasks.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)

64 hours in total. 2 hours lecture and 2 hours lab for each week.

Week 1: Introduction
o Introduction to course
o Introduction to automatic speech recognition and natural language processing

[Lab] Introduction to linux server, shell script.

Week 2: Bayesian decision theory

o Introduction
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o  The Normal Density
o Maximum likelihood estimation
o Bayesian parameter estimation

[Lab] Introduction to python

Week 3: Feature Extraction
o  Speech production
o  Speech perception
o MFCC

[Lab] Installation of Kaldi (speech tool) on linux server.

Week 4: Acoustic Modeling |
o Hidden Markov Models
o Context dependent modeling units
o Decision Tree based clustering

[Lab] Run a complete ASR system and read the result .

Week 5: Decoding, Alignment, and WFSTs
o Alignment generation
o ASR decoding
o  Weighted finite state transducers (WFST)
o N-gram language model

[Lab] Implement a language model and convert it to a WFST

Week 6: Acoustic Modeling I
o Feed forward neural network
o Recurrent neural network

[Lab] Train acoustic model with GPU

Week 7: Speaker Adaptation
o Introduction to Speaker Adaptation
o Speaker Adaptation in GMM
o  Speaker Adaptation in DNN

[Lab] Paper reading and presentation

Week 8: Data Augmentation
o Speed perturbation
o Reverberation
o  Spectrum augmentation

[Lab] Implement the spectrum augmentation on Kaldi

Week 9: Speaker Verification
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o l-vector
o Speaker embeddings

[Lab] Implement the speaker verification example on Kaldi

Week 10: Regular Expressions and Text Normalization
o What is a language?
o Edit distance

[Lab] Download and execute an open-source text classification tool

Week 11: Text classification
o One hot encoding
o Word2Vec

[Lab] Convert the existing text classification tool to English

Week 12: Vector Semantics
o Embeddings

[Lab] Understand the importance of text normalization.

Week 13: Sentimental Classification
o The basic framework

[Lab] Learn BERT from Google

Week 14: Machine Translation
o Self-attention

[Lab] Implement a machine translation system

Week 15: Information Extraction
o Slot fitting

[Lab] Paper reading and presentation

Week 16: Summary & Revision
[Lab] Revision, Q&A.

bt KBS %%k Textbook and Supplementary Readings
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Automatic Speech Recognition: A Deep Learning Approach 2015th edition by Dong Yu and Li Deng

Various articles in journals and conference proceedings given during the lectures.

PP ASSESSMENT

PALTER TRAli [8] SERBRS A BLALT By
Type of Time % of final Penalty Notes
Assessment score

H & Attendance

RELRI 20% Attendance in lecture and lab

Class
Performance

NS

Quiz

PR E Projects

SERMENL 50% Project, programs and reports.
Assignments

HHER
Mid-Term Test

HARER 30% Unseen exam
Final Exam

BRI E
Final
Presentation

HE (TRESE
35 A VPG T
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Others (The
above may be
modified as
necessary)

1843773\ GRADING SYSTEM

MA. +=2%4iH| Letter Grading
OB. —&id4r#l GEX/AEL) Pass/Fail Grading

R ##t REVIEW AND APPROVAL
FZRERBECEIUTTHHENRR S HIEE

This Course has been approved by the following person or committee of authority




