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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.
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1. Obtain broad knowledge in advanced concepts, algorithms and techniques for data mining and their applications to
large-scale data set and big data analytics.

Understand research issues and topics in big data mining and analytics.
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Students taking this course will be able to apply the concept, algorithms, and techniques in large scale data set and big
data analytics.

1.

Student will have the skills to prepare massive data source (>10G) and make it ready for use in data mining.
Student will be familiar with typical algorithms for mining large scale data set.
Student will be familiar with typical application of mining large scale data set.

Student will be able to select algorithms and/or methods in solving computing problems with massive data mining
techniques.

Students will be able to design new algorithms and/or methods for mining massive data set.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)
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This course provides advanced concepts, algorithms, and techniques for data mining and their application to large-scale
data set and big data analytics. With introduction of fundamental algorithms for data processing/cleaning/analysis,
classification, association analysis, cluster analysis, and anomaly detection, selected advanced research topics in data
mining and applications, with emphasis on various data types such as temporal data, sequence data, spatial data,
trajectory data, graph data, textual data, social data, and various applications, will be covered in the course. The goal is
to provide every student necessary skill set to pursue further study and research in the data analytics field. (Theory

Hours: 32 Lab Hours: 32)

Week 1: Introduction: an introduction to data mining, necessary preparation for the course. Preparation of large scale of
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data sets will be assigned in the lab. .

Week 2: Map-reduce and software stack: review big data processing and related software architecture. Lab works will be
on letting student familiar with software tools.

Week 3: Find similar items: selected classic item similarity computing algorithms will be reviewed. Lab works will be on
letting student familiar with implementation and applications of those algorithms.

Week 4: Data steaming mining: data streaming mining algorithms will be introduced. Lab works will be on letting student
familiar with implementation and applications of those algorithms.

Week 5: Frequent item set: challenges and importance of identifying frequent itemset will be reviewed. Lab works will be
on letting student familiar with implementation and applications of these algorithms.

Week 6: Clustering: Techniques, Applications and Trends of clustering will be introduced, more in the context of big data
analytics. Lab work will be on letting student familiar with these techniques.

Week 7: Random forests: Importance will be given on variable importance, variable selection, and outlier detection for
random forests. Lab work will train students on those techniques learned in the classroom.

Week 8: Mid-term exam: Performance review of students. It is planned to be in the form of lab.

Week 9: Social networks: An introduction to social networks will be conducted. Lab work will be focused around key
algorithms in social networks. Research papers will be distributed for students to read.

Week 10: Viral marketing: Focus will be on viral marketing via collaborative data mining, especially on top of social
networks. Research papers will be distributed and lab work will be conducted to let student familiar with those mining
techniques.

Week 11: Recommender systems: Key recommendation algorithms like collaborative filtering will be introduced.
Research papers will be distributed and lab work will be around to implementing those techniques in the paper.

Week 12: CNN Neural networks: An introduction to CNN networks will be conducted. Focus will be on principle
understanding and application of CNN networks. Classic research papers will be distributed. Lab work will strengthen
those topics.

Week 13: RNN Neural networks: An introduction to RNN networks will be conducted. Focus will be on principle
understanding and application of RNN networks. Classic research papers will be distributed. Lab work will strengthen
those topics.

Week 14: Financial time series: An introduction to financial data processing will be conducted. Traditional statistical tools
for time series analysis will be reviewed. Lab work will be on those time series analysis tools.

Week 15: Financial time series: Key performance indicators of financial time series analysis will be introduced. Research
papers on financial time series analysis techniques will be distributed. Lab work will be focused on selected techniques

implementation.

Week 16: Term and project review: Review of team project and review of the whole course will be conducted.
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1. Jure Leskovec, Anand Rajaraman, Jeff Ullman Stanford University, Mining of Massive Datasets, Cambridge Press
2. David Easley, Jon Kleinberg, Networks, Crowds, and Markets — Reasoning about a Highly Connected World,
Cambridge Press.
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