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The course information as follows may be subject to change, either during the session because of unforeseen

circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.

1. EFELFK Course Title WHEHLRERE (H)  Computer Organization (H)

2. RRRER YRS TR R Department of Computer Science and Engineering

Originating Department

HRERS
3. CS214
Course Code

4. iS4y Credit Value 3

5. L= AR Major Foundational Courses
Course Type

6. BRI 7 Spring
Semester

RRES I _ .
7. R XLIE English & Chinese
Teaching Language

BRI, FTR¥ER. BRRT
X (WRHERZR, ®IHKL

icksa S0 gkidk, BYRE#EIEZ, HENEES TR AR, zhangj4@sustech.edu.cn
> Instructor(s) Affiliationg | 21 £hang, Assistant Professor, Department of Computer Science and Engineering,
Contact zhangj4@sustech.edu.cn

(For team teaching, please list
all instructors)

LW R/BIE. FTRZER. BRR | £, e, HENAEREE TR A, wangws@sustech.edu.cn

9. R Wei Wang, Assistant Teaching Technician, Department of Computer Science and
Tutor/TA(s), Contact Engineering, wangw6@sustech.edu.cn
HRALFRB(TAH)
10 Maximum Enrolment
(Optional)




11.

12.

13.

14.

15.

16.

% AIMuLY

SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY

BRI YR BERATE || SE%/s>] HEGEREER) JSEainy
Delivery Method Lectures || Tutorials Lab/Practical | Other (Please specify) |[Total
2R 32 32 64
Credit Hours

SRR, HEEIER S
Pre-requisites  or  Other | CS207 (7" Digital Logic
Academic Requirements

SRR HEFIHR W

Courses for which this course

is a pre-requisite None.

HEERBEARER R x

Cross-listing Dept. Not applicable for other departments beside CS.

HERPAKHZFH SYLLABUS
# 2% H#H% Course Objectives

Understanding the basic design principles of computer system.

2. Understanding the interactions between the computer’s architecture and its software.

3. Review various computer systems and various instruction set of real computers nowadays.
4. Be able to design the pipeline in processor.

5. Familiar with the memory hierarchy in computer systems.

1. FPCETHENLRGIERE A KT RN R G R FE A RS AL AR TS R GO R AR B T JE M B
2. BFHSEAUR RS S RS E R &,

3. RIS ST ENL RSN RG LIRS LEH

4. FARFUKLAPLER KB

5. ERIFSHLARG A SZ GG -

1. Learning the organizational structures that determine the capabilities and performance of computer systems.

Pk RE Learning Outcomes

memory and parallel processing.

Assembly language programing using MIPS instructions

Design a reduced CPU on a FPGA using Verilog.

Understand the interaction of hardware and software.

Grasp the basic principles and implementation of Parallel processors.

Be familiar with the basic principles, architectures and application scenarios of cloud computing system.

This course provides a solid theoretical foundation that furnishes the student with insight into the innermost workings of
the modern digital computer, together with a thorough understanding of the organization and architecture of real
computers. The main content students should grasp includes instruction set, arithmetic operation, pipeline, hierarchical
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BRI EN ARG EAM S EAFEH, AR 7, EEAHERLSE. CPUERIEE. WKL, ERAMH
SERI VL R AT RN LR SR A B A 7.

HIEILT MIPS Fr AL 1E 5 s

HIEFT verilog EF 1 CPU ARG KT

BRI H LR S EE S AR ORI SR E R

FIRIFATAC RS AR R S5,

T E RGN REARE, FALEN S N AR .

WEAREHEEN (RRETUIONE, MRERBFNHTARZTOC AR EER Y, #HRAEN
EHN

Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)

Lecture 1. Course introduction:
The importance of computer organization, background and computer abstraction
Lab 1. Practice on MIPS simulator (QtSpim, Mars), assembly and run a MIPS demo

Lecture 2. Computer System Performance: Performance metric, Power wall, the switch from single processors to multi
processors

Lab 2. Practice on the load and store and arithmetic instruction.
Lecture 3. Instruction Set Architecture 1:
Instruction set architecture, instructions, basic concepts

Lab 3. Practice on the data process in MIPS, including big-endian and small-endian, signed and unsigned data,
practice shift and logic instruction.

Lecture 4. Instruction Set Architecture 2:

Control instructions, procedure call/return, MIPS addressing, translating and starting a program, a C sort
example, other popular ISAs

Lab 4. Practice on the branch and jump instruction, practice on switch and loop procession. Practice on the function
and macro, practice the stack and heap

Lecture 5. Arithmetic for computers (Integers):

Addition and subtraction, multiple and division, dealing with overflow
Lab 5. Learn the exception in arithmetic operation, practice how to write an exception handler.
Lecture 6. Arithmetic for computers (floating point numbers):

Addition and subtraction, multiplication and division
Lab 6. Practice on the instruction on float-point data.
Lecture 7. Processor:

Methods for logical design, single-clock CPU design, datapath

Lab 7. Using vivado and minisys to develop board, practice a verilog module.

Lecture 8. An overview of Pipelineing, resource hazards, data hazards, control hazards, MIPS pipeline, pipeline
performance

Lab 8. Design an ALU by using Verilog, design the control unit by Verilog, design the decoding unit by verilog.
Lecture 9. Midterm exam

Lab 9. Project explanation

Lecture 10. Instruction-Level Parallelism and Its Exploitation

Lab 10. Design of a multi-clock CPU with pipeline
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Lecture 11. Data-Level Parallelism in Vector, SIMD, and GPU Architectures
Scheduling example, loop unrolling, dynamic multiple issue,

Lab 11.  Experiment about SIMD
Lecture 12. Memory Hierarchy:

SRAM, DRAM and flash, direct-map cache, set-associative cache, dependable memory hierarchy
Lab 12. Experiment about GPU
Lecture 13. Virtual machine, cache access and invoking, virtual memory
Lab 13. Design a memory unit and 1/O unit by Verilog.
Lecture 14. Parallel Processors,

SISD, MIMD, SIMD, SPMD and vector machine
Lab 14. Design a single cycle CPU which could process simple MIPS instruction (1)

Lecture 15. Warehouse network, cloud computing, GPU, multi-processors

Lab 15. Design a single cycle CPU which could process simple MIPS instruction (continue)

Lecture 16. Summary & review
Lab 16. Project presentation
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5 8 UR. UKZMEIR, VIR, BRI, EHIOE, MIPS JiKEk, iKZertae
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it REESEEE Textbook and Supplementary Readings

Computer Organization and Design — the HW/SW Interface, Patterson and Hennessy, 5th edition

Computer Architecture - a quantitative approach, Hennessy and Patterson, 5th edition
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Quiz

R E Projects
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TRAGIN T

Time

IR ASSESSMENT
EERBRSES L ELLT

% of final Penalty
score

#IE

Notes

[15% |

25%

2-hours

30%

2-hours

30%

M A, +=%F# Letter Grading
0O B. Z&ig /| GEE/A@IE) Pass/Fail Grading

R HE# REVIEW AND APPROVAL

FZRERECET U T ENZR S HIEE

This Course has been approved by the following person or committee of authority




