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This course serves as the fundamental course of our M.Phil. and Ph.D. programs in statistics with the
aim of helping postgraduate students and senior undergraduates to master some basic concepts and
theories in Advanced Statistics so as to lay a solid foundation for the research in statistics.
Starting from the first principles of probability theory, we develop the theory of statistical inference
using calculus, statistical concepts and principles. Home works (assignments) are essential to
understand the subject so I strongly encourage all the students try to finish them, please try first
independently, if there is difficulty, consult the others, but make sure you can do them next time
around.

This course will cover the following topics:

1. Basic probability theory; 2. Transformations and expectations; 3 Common families of distributions;
4, Multiple random variable; 5, Properties of a random sample; 6, Principle of data reduction; 7, Point
estimation and hypothesis testing; 8, Interval estimation; 9, Asymptotic evaluation.

Teaching Methods

4% Lectures

HENE
Course Contents

| Section 1 ” Probability Theory Background
Section 2 Transformations and Expectations

----moments and moment generating functions, differentiating under an
integral sign
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Section 3 Common Families of Distributions
---exponential families, location and scale families, inequalities and identities

Section 4 Multiple Random Variables
----bivariate transformation; hierarchical models and mixture distribution;
covariance and correlation; multivariate distribution

Section 5 Properties of a Random Sample
----basic concepts of random samples; sampling from normal distribution;
order statistics; convergence concepts; generating a random variable

Section 6 Principle of Data Reduction
--—--sufficient statistics; minimal sufficient statistics; complete statistics;
likelihood function; formal likelihood principle

Section 7 Point Estimation
----moments estimator; maximum likelihood estimators; bayes estimators; EM
algorithm; sufficiency and unbiasedness; best unbiased estimators

Section 8 Hypothesis Testing
----likelihood ratio tests; bayesian tests; error probability; power function;
most powerful tests; p-values; loss function optimality

Section 9 Interval Estimation

-—--inverting a test statistic; pivotal quantities; pivoting the CDF; bayesian
intervals; size and converge probability; test related optimality; loss function
optimality

Section 10 Asymptotic Evaluations

----consistency and efficiency; bootstrap standard errors; M-estimators;
Asymptotic distribution of LRTs; other large sample tests; approximate
maximum likelihood intervals; other large sample intervals
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PRE R Class Performance 5%

SEEFENL Assignments 25%
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Textbook and Supplementary Readings

[1] Lehmann, E. L. and Casella, G. (1998). Theory of Point Estimation (2nd Edition). Springer Texts in
Statistics, Springer-Verlag, New York. [Each student will be provided an e-book of this monograph]

[2] Lehmann, E. L. (1999). Elements of Large-Sample Theory. Springer Texts in Statistics, Springer-
Verlag, New York. [Each student will be provided an e-book of this monograph]




