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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.

1. 4L Course Title IS ¥ ST+ Nonparametric statistics

R R .
2. 4%~ % Department of Mathematics
Originating Department

3. RERS MA 417
Course Code

4.  FFE%4S Credit Value 3

5. R Lk k151 Major Elective Courses
Course Type

6. A #Z Spring (2019 HFZFEFH——2021 FFEH]
Semester
BRES o

7. 4 English

Teaching Language
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8. I N .
Instructor(s), Affiliation& | Block 5 Room.206, Wisdom Valley
Contact Email:zhoum3@sustech.edu.cn

(For team teaching, please list
all instructors)
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Tutor/TA(s), Contact

ERABRB(FTAE)

10. Maximum Enrolment
(Optional)
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Pre-reqqlsnes or Other Mathematical Statistics MA204 or Probability and Statistics MA212
Academic Requirements

JEERRE. HEZIMR
Courses for which this course
is a pre-requisite
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RN K #¥ H P SYLLABUS
#22 H¥5 Course Objectives
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This course provides a comprehensive introduction to classical and modern nonparametric statistical methods. It covers
classical rank based nonparametric methods as well as modern computation intensive methods such as the bootstrap
and empirical likelihood methods.

ik %] iR Learning Outcomes
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Students are expected to understand the classical and modern nonparametric statistical methods, especially rank based
nonparametric methods, which provide students a good preparation for future research.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)

#1E FEN (2%
Chapter 1. Introduction (2 hours)

9528 T REEER (452D
Chapter 2. The dichotomous data problem (4 hours)

B3 FREANLE G (4 20
Chapter 3. One-sample location problem (4 hours)

AT PREARME NS (4220

Chapter 4. Two-sample location problem (4 hours)

555 B PRSI 20 O DA S A P REAS 1) (4 240D

Chapter 5. Two-sample dispersion problem and other two sample problems (4 hours)

%6 & BT (620
Chapter 6. The one-way layout (6 hours)

57 B AT (6 D
Chapter 7. The two-way layout (6 hours)

5 8 B AL PERS IR A (3 24D
Chapter 8. The independent problem (3 hours)

559 F Bl RS (4 )
Chapter 9. Regression Problems (4 hours)
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Chapter 10. Density Estimation (3 hours)

%11 E JEhE (458D
Chapter 11. Bootstrap (4 hours)

B 128 UGiHE (450
Chapter 12. U-statistics (4 hours)

&3 JE 3 weekly schedule:
1R A QR S EERRE (2 )
Week 1: Introduction (2 hours), The dichotomous data problem (2 hours)

B2 SRR (2 2
Week 2: The dichotomous data problem (2 hours)

H3: BREARERE (45D
Week 3: One-sample location problem (4 hours)

54 PIREANLE R (2 %)
Week 4: Two-sample location problem (2 hours)
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Week 5: Two-sample location problem (2 hours), Two-sample dispersion problem and other two sample problems (2
hours)

5506 JH s PIREAS ) 73 B R) A LR AR AR A L (2 240D

Week 6: Two-sample dispersion problem and other two sample problems (2 hours)

BT BT (458D
Week 7: The one-way layout (4 hours)

%8 i BT (25D
Week 8: The one-way layout (2 hours)

B9 R AT (454
Week 9: The two-way layout (4 hours)

10 XA ToHr (25D
Week 10: The two-way layout (2 hours)

5511 SIS R (32D BSEE (1SR
Week 11: The two-way layout (2 hours), Regression Problems (1 hour)

B2 BAFE (228D
Week 12: Regression Problems (2 hours)

A3 BIUAF (12D B AR EU T (3 240
Week 13: Regression Problems (1 hours), Density Estimation (3 hours)

W48 AL QFED
Week 14: Bootstrap (2 hours)

A5 e QM) L, USHE (2 %D




18.

19.

6 31%4%.&%%

‘vl SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY

Week 15: Bootstrap (2 hours), U-statistics (2 hours)

H16f: UgtitE (2%2m)
Week 16: U-statistics (2 hours)

b R e 2% %K Textbook and Supplementary Readings
(1)Myles Hollander, Douglas A. Wolfe, and Eric Chicken. Nonparametric statistical methods. 3rd. Wiley. 2013.
(2)A.C. Davison (2013), Statistical Models. Cambridge Series in Statistical and Probability Mathematics.
(3) J. Shao (1998). Mathematical Statistics. Springer-Verlag.
(4) Bradley Efron and Robert J. Tibshirani. An introduction to the boostrap. Chapman & Hall. 1993.
(5) Art B. Owen. Empirical likelihood. Chapman & Hall/CRC. 2001.
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Type of Time % of final Penalty Notes
Assessment score
Hi & Attendance 0
WRERI 0
Class
Performance
/NI 10
Quiz
W H Projects 0
PR 20
Assignments
BHER 30
Mid-Term Test
BARER 40
Final Exam
PR E
Final
Presentation
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Others (The
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modified as
necessary)

it4+ 7 = GRADING SYSTEM

A T=HESH Letter Grading
OB. Z=Zid4#] GEZ/AEE) Pass/Fail Grading

P2 HF#t REVIEW AND APPROVAL
FZRERECET U FRENZRESHIGET

This Course has been approved by the following person or committee of authority
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COURSE SPECIFICATION
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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.

1. ERLZHR Course Title JE2¥ 4T Nonparametric statistics
2. it SEIERY R

Originating Department Department of Statistics and Data Science
3. REES MA 417

Course Code

4. RIE%ES Credit Value 3

5. WA bk BiE Major Elective Courses
Course Type

6. BREH %7 Spring [2022 HF2AHiE]
Semester
BEEy o

7. 423 English

Teaching Language

REBIW. IRER. BRRT
X (WEERRR, WIHE | g% CHEN Xin

8. I A .
Instructor(s), Affiliation& | Block 3 Room.420, Wisdom Valley
Contact Email:chenx8@sustech.edu.cn

(For team teaching, please list
all instructors)
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9. IR

Tutor/TA(s), Contact

HERASRB (T A L)
10.  Maximum Enrolment
(Optional)




1.

12.

13.

14.

15.

16.

17.

(%) F EE 2P

X
Ry

SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY

BRI PR JBAHFATR || LR/ HE(FEMAER) JSE Ay
Delivery Method Lectures || Tutorials Lab/Practical ||Other (Please specify) | Total
SR 48

Credit Hours

sefEiieE. HEFEIER KOS MA204 5% R0 5 X0 50 H MA212

Pre-requisites  or  Other |\, . 1atical Statistics MA204 or Probability and Statistics MA212
Academic Requirements

JESRE. HEF IR
Courses for which this course
is a pre-requisite

HEBERBERARENFER
Cross-listing Dept.

HERPK#HH I SYLLABUS
# 2 H#5 Course Objectives
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FRARTH 5777241 11 bootstrap.

This course provides a comprehensive introduction to classical and modern nonparametric statistical methods. It covers

nonparametric regression and classical rank based nonparametric methods as well as modern computation intensive
methods such as the bootstrap.

ik SRR Learning Outcomes

FAERIESHEE, SMMIARIESHGT IE, UL TS SRR, Dok Rt e % .

Students are expected to understand nonparametric regression and the classical and modern nonparametric statistical
methods, and rank based nonparametric methods, which provide students a good preparation for future research.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)
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Learn to master the various methods of kernel smoothing in non-parametric density functions and
regression analysis, and learn nonparametric tests, especially various methods based on rank.

B AESHRAf A (3 22

2T FRIRE 2 (6 2EI)

ST MERE R BUL T (12 %)

AT SRR (12 A1)

HE LS PR (6 £

Hem BratitE (9 )

Chapter 1 Introduction to Nonparametric Regression (3 class hours)
Chapter 2 Histogram Analysis (6 class hours)

Chapter 3 Probability Density Function Estimation (12 class hours)
Chapter 4 Non-parametric regression (12 class hours)

Chapter 5 Semiparametric Model (6 class hours)

Chapter 6 Level Statistics (9 class hours)

M B H T 2%% 8 Textbook and Supplementary Readings

(1) Nonparametric statistical methods. By Myles Hollander, Douglas A. Wolfe, and Eric Chicken. 3rd. Wiley. 2013.
(2) Nonparametric and Semiparametric Models, By Hardle, Muller, Sperlich and Werwatz, Springer-Verlag. 2004.
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BERI 0
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Performance

ANIE 30
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Mid-Term Test
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Final Exam

HRME 40
Final
Presentation
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This Course has been approved by the following person or committee of authority




