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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.
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1. R4 FR Course Title
Multivariate Statistical Analysis
9 RURBE &R Hor R
) Originating Department Department of Mathematics

WRIEHR S

3. MA304
Course Code

4.  HFEHS Credit Value 3

5. BRI Lk k515 Major Elective Courses
Course Type

6. % spring [2015 FZEEI——2021 FZEHH]
Semester
BRES o

7. H 3 Chinese
Teaching Language
BRI, FTRZR. BRT
X (WEEBZIR, EFIAR

8 RESRET) VS, HFER, 0755-88018687

’ Instructor(s), Affiliation& | Xuejun Jiang, Department of Mathematics
Contact
(For team teaching, please list

all instructors)
EWRIBIE. FFRER. KR

9. H To be announced
Tutor/TA(s), Contact

ERABRB(FTAE)

10. Maximum Enrolment
(Optional)

60
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BRI W% ABIERATE  |SER/SES] HE(ERAEEH) L ain)
Delivery Method Lectures |Tutorials Lab/Practical |Other (Please specify) |Total
=Ry 48 12 6 48
Credit Hours

SBRE. HE%IER MERiE (MA215) , $FE40HE (MA204) )

Pre-requisites or Other

Academic Requirements Probability (MA215) , Mathematical Statistics(MA204))

JREEREE. HEEIMA G, RIS, S
Courses for which this course
is a pre-requisite Statistical computing, Statistical machine learning, advanced statistics

HEBERBEARERER
Cross-listing Dept.

RN R H P SYLLABUS
#2 H¥5 Course Objectives
BB FEZRE THRITOTNERR S, KItBEMERNEIRLET L, HESFER SASREGSABERE, SR
#R.

This course aims to enable undergraduate students to master some basic concepts and theories in
multivariate statistical analysis, to lay a solid foundation for the research in statistics and to master

basic methods of data processing. The students should learn to use SAS to process data and analyze experimental results.

ik S iR Learning Outcomes
B MIRE, PARBKEIINT:

| ERZTHRITATNEAG S R EMBHELETT X
2 AEEM SASKRAaLELIE, STERERIRE

On successful completion of the course, students should be able to:

1. master basic concepts and theories in multivariate statistical analysis;
2. master basic methods of data processing;

3. canuse SAS to process data and analyze experimental results.

BRENEEHEAN (WRRETUIONE, WREASNAFTLAHT; mERSEBERE:, H¥EHAEHR
EX* )

Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)
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F—ZEHERE (review 2 hours)
11 EX
1.2 5ERERIIZE

1.3 17515

1.4 55D

1.5 5B P HIFR

1.6 FFEME. 4F1E M EME A I
1.7 IEEFEREEFIIE T E M B

1.8 $FEE MR E 57

Chl. Matrix algebra

1.1 Definition

1.2 Matrix manipulations

1.3 Determinant

1.4 Inverse of a matrix

1.5 Rank of a matrix

1.6 Eigenvalue, eigenvector and the trace of a matrix

1.7 Positive definite matrix and nonnegative definite matrix
1.8 Extremum problem of eigenvalue

= BEYEE (4 hours)
21 —TH

2.2 %57 (2.1-2.2, 2 hours)
2.3 BUFAHE

2ARRREEE MO KEE (2.3-2.4, 2 hours)

Ch2. Random vector

2.1 One dimensional distribution

2.2 Multivariate distribution

2.3 Digital features

2.4 Euclidean distance and Mahalanobis distance

=8 FITIESS5 (6 hours)
3.1 ZRIESHHNEX

3.2 ZITIERSDTRER (3.1-3.2, 2 hours)
3.3 SRR AR R (2 hours)

3 A MR R AT ERER
3.5 FEAER (n-1) S IHhMEES TR (3.4-3.5, 2 hours)

Ch3. Multivariate normal distribution

3.1 The definition of the multivariate normal distribution

3.2 The properties of the multivariate normal distribution

3.3 Multiple correlation coefficient and partial correlation coefficient
3.4 Maximum likelihood estimation and properties of estimators

3.5 Sample mean and (n-1)S sampling distribution
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FEESITIESBEHZEITHERT (6 hours)

4.1 —TIEHZRIEB (skip)

4.2 A BRI ERHERT

43 BN EEHESBEEHX RN (4.2-4.3, 2 hours)

4.4 A B ER LR BT
4.5 AP REED BESHXRZIRK (4.4-4.5, 2 hours)

4.6 ZPBEHEMLERIER(ZTHES)
4.7 B X R BV HERT (4.6-4.7, 2 hours)

Chd. Statistical inference on Multivariate normal population

4.1 Review a case

4.2 A single population mean inference

4.3 Structure relationship test between single population mean component

4.4 Comparison and inference between two population mean

4.5 Structure relationship test between two population mean component

4.6 Comparative test of multiple population mean (multivariate analysis of variance)
4.7 The population correlation coefficient estimation

FEHEH|H144T (6 hours)
515|F

5.2 BEE |3 (5.1-5.2, 2 hours)

5.3 IUMEr# 5] (2 hours)
5.4 2BZF/RE 7 (2 hours)

ChS. Discriminant analysis

5.1 Introduction

5.2 Distance discriminant
5.3 Bias discriminant

5.4 Fisher discriminant

(B 128 AXHAI AEHFEANE)
$B/\E, HihEi,

SEARE BAN (2 hours)
6.15|5

6.2 IR EAMAMERE

63 RZREE

6.4 HSB KA
Ché. Cluster analysis

6.1 Introduction

6.2 Distance and similarity coefficient
6.3 Hierarchical clustering method
6.4 Dynamic clustering method

F£EE FTHHAST (4 hours)
(A1




18.

/' SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY

a >4%#ﬁ£%

7.2 BEBIER S (2 hours)

7.3 FARRERK S (2 hours)

Ch7. Principal component analysis

7.1 Introduction
7.2 Principal component of population
7.3 Principal component of sample

SERCHT 7 F G, BT =84 2 — Project

$E/\E BF2H (6 hours)
8.15|F

8.2 IEXX A FHREY

8.3 &¥fhit ( 8.1-8.3, 2 hours)

8.4 A FE%E (2 hours)
8.5 AF154> (2 hours)

Ch8. Factor analysis

8.1 Introduction

8.2 Orthogonal factor model
8.3 Parameter estimation

8.4 Factor rotation

8.5 Factor score

FHENELT (BRI
9.1 TR ERFIFI 52 BR

9.2 JHI MRS IR RS R
9.3 17 FIRERH A 4R

9.4 R HTE

Ch9. Correspondence analysis

9.1 Line profile and column profile
9.2 Independence test and Inertia
9.3 Row, column profile coordinates
9.4 Correspondence analysis graph

F1E BBEXHH (6 hours)

10.12]%

102 AARSAAESE (2 hours)

10.3 BEAR B2 RIAR 3£ (2 hours)

10.4 B EUAE 5 KA BT (2 hours)

E+AE, HRES/NE (2 hours)

b R ES %% A Textbook and Supplementary Readings
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it (Required): NFAZITAIELM, LBUAEXFHRE, 2R, 2014F 097

2 K1’ (Recommended):
Applied Multivariate Mehtods for Data Analysis, Dallase. Johnson. Higher Education Press(&2E[IiR)

RFEVEfE ASSESSMENT

PR PRASI ) HERBRSASL B i
Type of Time % of final Penalty Notes
Assessment score

H &) Attendance 5% One point penalized for absence
without leave each time

WERI
Class
Performance

NI
Quiz

WEIH Projects 20% Fi SAS SRS 45 R BT

SErEN 15%

Assignments

HHER 30%
Mid-Term Test

HARER 30

Final Exam

BRI E
Final
Presentation

He (TREFE
BUE P PP T
=0

Others (The
above may be
modified as
necessary)

it4+ 7 GRADING SYSTEM

MA. T=%&F KM Letter Grading
OB. —&ig4r#l GEM/AERL) Pass/Fail Grading

A S # REVIEW AND APPROVAL
AREREBOE U TRENRRSHIGEDT

This Course has been approved by the following person or committee of authority
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This course aims to enable undergraduate students to master some basic concepts and theories in
multivariate statistical analysis, to lay a solid foundation for the research in statistics and to master

basic methods of data processing. The students should learn to use SAS to process data and analyze experimental results.

ik S iR Learning Outcomes
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On successful completion of the course, students should be able to:

1. master basic concepts and theories in multivariate statistical analysis;
2. master basic methods of data processing;

3. canuse SAS to process data and analyze experimental results.
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