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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be

directed to the course instructor.
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B4R Course Title

FiRBER

Originating Department

BEH T

Course Code

R4 Credit Value

WRERT
Course Type
BRFEH

Semester

BRES

Teaching Language

BRHIT. TSR, BRRTT
X (WREERRR, FIIHHE
AR

Instructor(s),
Contact

(For team teaching, please list
all instructors)

Affiliation&

I R/BE. TRER. BR
TR

Tutor/TA(s), Contact

HERASRA (T E)

Maximum Enrolment
(Optional)

COURSE SPECIFICATION

U MR ERTEBRERMFRBTENA RO 2L, WXIRIEEETRD,

HHEH MBS A Computer Vision and Applications

RGBT B el 24 School of System Design and Intelligent Manufacturing

SDM378

ik 1&i5 Major Elective Courses

#Z Spring

FFZEXIE English & Chinese

FRbh, BhEEER
ARGt 58 aehlE b SO EEEbD

WANG Zhenkun, Assistant Professor
School of System Design and Intelligent Manufacturing (SDIM)

Email: wangzk3@sustech.edu.cn

A4 To be announced

A4 To be announced
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17.
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BRI is)a ABHRATE || SR8/ HE(EREER) RER
Delivery Method Lectures || Tutorials Lab/Practical ||Other (Please specify) ||Total
2 32 32 64
Credit Hours

KBERE. HEFRIER
Pre-requisites or  Other
Academic Requirements

ITENEFRITEM A (CS102A) | BFHF (T) A (MA102B) | I8 A (MA107A)

JEEERE. HEFRIMNR
Courses for which this |7/ NIL
course is a pre-requisite

HEBRERFRENER |50
Cross-listing Dept.

HERPKHZFHP SYLLABUS
# % H#H% Course Objectives

ARFEE N AT EIRE, OB HAR R IR, PSR LT DL 22 ST, A% el SE R AE SR B LA K 2 31 7
%, B A ETT SN T B EOR, VR AE ST SRR R K A PR RGBSR L #], DU
G ARG AE LA B PGS 47 IR A5 S B 82 P AT 55 o AR URAR 1) B U £ PR AR 5 4 B it D7 v A B A TR Fg By b, e S
JS2FA T H RS, 32— 2D et 2 A T AL PR T VA I A T 4R

This course provides an introduction to computer vision including history of vision techniques, vision geometry models,
vision learning models and traditional visual feature detection and learning methods. Besides, we will also discuss the
cutting-edge techniques employed in computer vision- deep learning models and their applications in objective detection
and tracking, image classification and segmentation, image style transfer and image compressed sensing. The focus of
the course is to not only help students to understand the fundamental methods and theoretic models, but also to
promote their comprehensive grasp of computer vision theories through a series of real-world case studies.

x2S %R Learning Outcomes

FTRIZRAE, LRI
L TR RLSETT S BR AN SR o
2 RENS AR AL G RS AE LS IR FE 2 ST RS AE A 1X 31 o
3 AR S IR R AR T LA AR R i JR A 55 P LA
4 REBAE AR S 2R S SV E AR,
FE TS e .

. Recognize and describe both the theoretical and practical aspects of computing with images.

a

1

2. Identify the differences between the traditional visual features and deep learning based features.

3. Become familiar with the major deep learning models involved in low-level and high-level computer vision tasks.
4

. Implement the classic algorithms and models

5. Build computer vision applications.

WERARKHFEON (NERET URECNE, MRERSN AW AHEZRC AR, #%HhAEY
E YN

Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)
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F—H: Fie
. WENM
o SN R R RR
o ISR AR FE AR &
[S256]: #4538 SECEIASE, 4% anaconda, python Ml pytorch %

Week 1: Introduction

. Curriculum introduction
. Vision technique background
3 Basic vision concepts

[Lab]: Build programing platforms, including anaconda, python and pytorch etc.
B AT

o ARHER

RBEARG

. 3 H
[5256]: ECE IDE (Pycharm) Fl jupyter, HHTIiZFE4FES 1A

Week 2: Geometry models

. Transformation model
3 Camera system and model
. Applications

[Lab]: Config IDE(Pycharm) and jupyter to remotely program and debug

B R S
. BB
N e
. R

[S20] MR RUHSC f R

Week 3: Machine learning models in vision

. Discriminative models
J Generative models
. Applications

[Lab]: read and show the image and video files

U PR UL R
-
.- kT
-

[5e8e): WH —: FEMRIER AU B




&

&

X

i

A3 M

HAY

SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY

Week 3:

[Lab]:

HTHE-

Image pre—processing and feature extraction
Image pre—processing

Descriptor

Feature dimension reduction

Project 1: Image filtering and feature visualization

FFHIEDLAC

R SRR R B
Uk il
o)l

o TTH - B IR AT AL

Feature matching

Points and patches
Edges

Lines

[Lab]: Project 1: Image filtering and feature visualization

SN

WREERIZ ML (—) -

SRR A 21
PR
52 H

o WIH = BETURELS S EIR G 5

Deep learning

Basic models
Basic losses

Applications

[Lab]: Project 2: Image enhancement based on deep learning

R nLp

REWMZEMLE ()

AR A
SR
R

o WIH . FETURE S R 55

Introduction to the state—of-the—art models

Fundamentals of optimization




&

&

.0 A

i

A3 MLY%

SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY

3 Applications

[Lab]: Project 2: Image enhancement based on deep learning

VAN LPRNER i odlll

o HOG HPAEFNZ LAY

o AT S5 Eh B AL

o EETIREEEESIN H BRI
[5258]: BiHE=: Hisk

Week 8: Object detection

J HOG features and linear classification
J Cascade models and sliding windows
3 Deep learning—based models for object detection

[Lab]: Project 3: Objective detection

FIE: EGR2E

e
. IS
.

(SL88]: BiH=: Hbstaill

Week 9: Image classification

3 Dictionary learning
3 Feature learning
. Deep learning

[Lab]: Project 3: Objective detection
FE: EEBIEE

SN
o GnhYEs/ MR AR A
s EBRUNE
(L8] TUHPY: FTHREY IR EGR

Week 10: Semantic segmentation

. Patch classification
. Auto-Encoder

3 FCN: Fully Convolutional Networks
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[Lab]: Project 4: Deep learning based image classification

Bt ARGERERTTE

S
¢RI
N

[5286]. WA, ETRE%SIEEE %] Week 11: Classical tracking methods

. Optical flow
J Kalman filter
J Particle filter

[Lab]: Project 4: Image segmentation based on deep learning

Bt SRR

. FET A PRy PR R
. FET IR A ) M BR R S
[5E56]: WHN: FHETEEZIMEE 2% Week 12: Advances in object tracking

3 Tracking by detection
. Tracking using deep learning

[Lab]: Project 4: Image segmentation based on deep learning

BH=M BB

- HBE#R
. b B
ARSI RBHEE
[s£36]: WHT: HAFRERES Week 13: Image Style Transfer

. Image reconstruction
4 Style reconstruction
3 Style transfer

[Lab]: Project 5: Object tracking

E i a0 PG S5 DK ¥ i RS VA

. R
. IR
[SKi]: TUHH: HbRERE

Week 14: Generative adversarial networks
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19.

e Stk
. Generator
. Discriminator
[Lab]: Project 5: Object tracking
I RIS
o DUEFERE
s WERERSE
o EREMEE
. UFRIE
[5258]: BiHF: HET GAN [ logo HBNAR
Week 15: Image compressed Sensing
. Sensing matrix
3 Sparse representation
. Iterative algorithms
. Metrics
[Lab]l: Project 5: %:F GAN fJEHZ logo A K
N TR S UG AN
N AR
. A T I 45
o BRZEEMMZ
(e8] TIHZS (ATig) « JETURELS 2T B BGUR N EHAY
Week 16 (Optional):
. Convolutional neural network
. GAN
. Residual reconstruction network
[Lab]: Project 6(Optional): Deep learning based Image Compressed sensing
Frt REESEEE Textbook and Supplementary Readings
Textbook : "Computer Vision: Algorithms and
Applications" Website: http://szeliski.org/Book/
BREZITAL ASSESSMENT
PETER TRAli B 1) SERERS A BLLT 3
Type of Time % of final Penalty Notes
Assessment score
H#j Attendance | || || ||



http://szeliski.org/Book/
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20.

21.

WERI
Class
Performance

AN
Quiz
W E Projects

PR

Assignments

B ER
Mid-Term Test

BRER

Final Exam
BRI
Final
Presentation

HE (THRERE
WE L BV
=)

Others (The
above may be
modified as
necessary)
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60% NIL PEAG A1 H
To assess students’ project
40% NIL WAL AT E

To assess students’ project

MA. +=%%%%] Letter Grading
0O B. Z&id /| GEIE/AEE) Pass/Fail Grading

R HE# REVIEW AND APPROVAL
AZREFECLES U TRENZRSEVEDT

This Course has been approved by the following person or committee of authority




