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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.
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This course aims to provide basic knowledge about machine learning and data-driven design optimization,
from linear regression models to Bayesian learning frameworks. The students are expected to learn basic
machine learning techniques and acquire model-based and data-driven system design optimization skills.

FiiE %S B R Learning Outcomes

FEE TSN, AR IR MR AR, AV SARLE DRI, SCRF AL, Al R, N T
Zemgg, ], DU AL, ARG B TR AL LA AR Y

Upon completion of the course, students should master probability distribution models, linear and non-linear
regression methods, support vector machine, Gaussian regression models, artificial neural network,
reinforcement learning, Bayesian optimization, and surrogate model-assisted evolutionary optimization
models.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)
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Week 1: Introduction

Introduction to Course

Introduction to Machine Learning

[Lab] Introduction to the software, tools, online resources that will be used in this module and suggested textbooks.

Week 2: Probability Distributions

Binomial Distributions6

Multinomial Distributions

Gaussian Distributions

Exponential Families

[Lab] Learn to use Matlab or Python to analyze and preprocess data

Week 3: Linear Model for Regression

Linear basis function model

Maximum likelihood estimation

Linear regression

Line fitting and regularization

Predictive Distribution

[Lab] Use Matlab or Python to implement linear regression tasks.

Week 4: Linear Models for Classification

Least Square

Probabilistic generative model

Logistic regression and multi-level logistic regression

[Lab] Use linear models to complete data classification tasks.

Week 5: Proposal Presentations
[Lab] Project proposal.

Week 6: Artificial Neural Network

Feedforward network

Backpropagation

Jacobian matrix and Hessian matrix

Regularization

Convolutional Neural Network and Generative Adversarial Network

[Lab] Use Pytorch to build a CNN to complete handwritten digit recognition.

Week 7: Kernel Method

Optimal separation hyperplane

Support vector machine for classification
Multi-kernel learning
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Support vector machine for regression
[Lab] Implement SVM and classify data.

Week 8: Mixture Models and Expectation Maximum Learning
K-means clustering algorithm

Fuzzy C-means clustering

Gaussian mixture model

Expectation Maximum Algorithm

[Lab] Implement clustering algorithm and complete data clustering.

Week 9: Mid-term test
[Lab] Mid-term test

Week 10: Hidden Markov Models and Graphical Method
Hidden Markov Model

Expectation Maximum Algorithm of Hidden Markov Model
Bayesian network

Markov Random Field

Inference in the graphical model

[Lab] Implement EM algorithm

Week 11: Markov Decision Process

Dynamic programming

Markov Decision Process

Partially observable Markov decision process

Value Iteration

Policy Iteration

[lab] Use Hidden Markov Model to complete the prediction of the stock market.

Week 12: Reinforcement Learning

Q learning

Time difference learning

[Lab] Use the DQN model to realize the optimal path prediction.

Week 13: Evolutionary Algorithm

Genetic algorithm

Differential evolution algorithm

Particle swarm optimization algorithm

Genetic programming

[Lab] Use evolutionary algorithm to complete function optimization.

Week 14: Data-driven Evolutionary Optimization

Surrogate model selection

Filling criteria

Multi-fidelity model

Online data update

[Lab] Use offline and online data-driven evolutionary optimization to realize the optimization of design parameters.

Week 15: Surrogate-assisted multi-task and multi-objective optimization

Multitask surrogate modeling

Multi-objective surrogate modeling

Multi-objective filling criteria

[Lab] Use offline and online data-driven evolutionary optimization methods to realize multi-task and multi-objective
optimization of optimal design parameters.

Week 16: Summary & Revision
[Lab] Final projects.

b R HESEPE Textbook and Supplementary Readings

Textbook:

Bishop C M. Pattern recognition and machine learning[M]. springer, 2006.
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This Course has been approved by the following person or committee of authority




