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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.

1. 4L Course Title #3UIR 5] Pattern Recognition
R R
2. ML 75 H5, T.F2 & Department of Electronic and Electrical Engineering

Originating Department

3. REES EE423-14
Course Code

4. {45 Credit Value 3
. JHIRMMEIURFE General Education (GE)Required Courses
5. R L% 0 Major Core Courses
Course Type E\liki&iE Major Elective Courses
Ea =
6. A %2 Spring
Semester
BRES s .
7. H: English

Teaching Language
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bR BT I 2.7 Hongjian Shi
8. I ML 75 HS, TfE & Electrical and Electronic Engineering
g::::z:or(s)’ Affiliation& shihj@sustech.edu.cn

(For team teaching, please list
all instructors)
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9. 7 7c NA / 7247 To be announced

Tutor/TA(s), Contact
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13. ¢ for which thi LN
- wourses for whic IS COUrSe| pachine Learning, Artificial Intelligence, Image Processing
is a pre-requisite
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Cross-listing Dept. Departments of Computer Science, Biomedical Engineering, Mathematics
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Course Learning Objectives: By the end of this class, students would:
e Derive and implement Bayes Decision Theory.
e  Perform Parametric and Non Parametric Density Estimation.
e Design Linear Classifiers for separable and non-separable patterns.

® Implement classifiers using neural networks.

16. FIA %3] R Learning Outcomes
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Understand Bayes decision theory

Derive and implement Bayes Decision Theory.

Perform Parametric and Non-Parametric Density Estimation.
Design Linear Classifiers for separable and non-separable patterns.
Implement classifiers using neural networks.

Apply the techniques in Pattern Recognition in various fields and practical works

17.  RENEERFFEAH (WERESUIOONE, WRENFNATTURTOG wHRZEUERE Y, H¥EHHAER
EHN
Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)
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2. T B e 3-5
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4. BB e e 9-12
4.1 MR R
4.2 WSE O
4.3 k AR
4.4 FAT
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T 5 2 B | GO RORRO SRS 12-16
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5.3 MLt 20 B EL
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SYLLABUS
COURSE OUTLINE Week
1. INTRODUCTION ..ottt ettt et e st e e saae s s saee b e anaesassseaeasn e e e enees 1-2
1.1 MATHEMATICAL FOUNDATION
1.2 Signal and System

2. BAYES DECISION THEORY ...ttt s shne ettt e e aees 3-5
2.1 Bayes Classier for Continuous Case
2.2 The Gaussian Two-class classifier
2.3 Bayes Classier for Discrete Case
2.4 Error Probability and Receiver Operating Characteristics

3. MAXIMUM-LIKELIHOOD AND BAYESIAN PARAMETER ESTIMATION............cccveennen.. 6-8
3.1 Maximum Likelihood Estimation
3.2 Application to Bayesian Classification
3.3 Mean of Gaussian Density Function

4. NONPARAMETRIC TECHNIQUES .......ooiiiiieiiie ettt 9-12
4.1 Probability Density Estimation
4.2 Parzen Windows Estimation
4.3 k Nearest Neighbor Estimation
4.4 Nearest Neighbor Rule
4.5 k Nearest Neighbor Rule
5. LINEAR DISCRIMINANT FUNCTIONS..... .ottt a e 12-16
5.1 Linear Discriminant Functions and Decision Surfaces
5.2 The Two-Category Case
5.3 Generalized Linear Discriminant Functions
5.4 Relaxation Procedure
5.5 Minimum Square Error Procedure
5.6 Linear Programming Procedure
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1. BAECESESHRAN R GRIEFRZD
2. MATAB JEARFHEMA (IR
3. CIC++ifiFomMiEARI  (SLIGH#HAE)
4. FEARE G5 Nt
5. &AL
6. K&
7. DU or B
8. DI 73 A B R AL B o i) R
9. RABHI R
10. BEUEH A H beAsi
1. REHNE
12. BENRNA ST

Laboratory class outline:

1.

2.

10.

1.

12.

Supplementary math and signal background
Basic usage of MATAB

Principle of C/C++ language

Image input and output

Simulation of class distribution

Analysis of Image intensity

Design of Bayes classifier

Application of Bayes classification in image processing

Application nearest neighbour rule
Target detection in images

Clustering

Clustering classification and its application and analysis

AN Rt

M BB 5% %8 Textbook and Supplementary Readings
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2%15: R. 0. Duda, P. E. Hart and Stork, Pattern Classification and Scene Analysis, Wiley, New York, 2nd Edition
2001.
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Reference book: R. O. Duda, P. E. Hart and Stork, Pattern Classification and Scene Analysis, Wiley, New York, 2nd
Edition 2001.

Other reference books are also possible, we will mainly base on our lecture contents and the mentioned reference book.
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Type of Time % of final Penalty Notes
Assessment score
Hi# Attendance 5% 0% SRR — R ek 1
-51t0 0% 5y, IRF|EHIR
0.5 4y
1% credits off
for one

absence, and
0.5% for early or
late attendance

WERIN
Class
Performance

ANIE

Quiz

WA H Projects [10 £ 12 M1 H |40 i H 60%iEid K
10 to 12 class projects AR IE L A0
1 AMEFEDTH 60% of projects
1 course project 25 is required for
the course pass

RRiE(A 12 AR 30

Assignments 12 assignments

HHER
Mid-Term Test

WARER

Final Exam

BRME 5
Final
Presentation

He (TREHE
%5 LA VPG T
=)

Others (The
above may be
modified as
necessary)
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M A. +=F%F % Letter Grading
OB. =Zid4#] GEIZ/AEIL) Pass/Fail Grading

PRFEH #t REVIEW AND APPROVAL
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This Course has been approved by the following person or committee of authority




