&AMy

/ Y /" SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY

IRIZ1FER
COURSE SPECIFICATION

U MRIEESIURESIMRRBRAARENIT 2 BTELR. WIRIERITIERD), BEX
AERHM.

The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.
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Statistical learning refers to modeling and analyzing complex datasets using a variety of statistical tools. It is a recently
developed area in statistics and blends with parallel developments in computer science and especially in machine
learning. With the advent of ever-growing “Big Data” problems, professional people with statistical learning skills are in
high demand. Due to the complexity and depth of this discipline, we expect to offer two consecutive courses (I and Il)
spanning two semesters. This course is designed as an introductory class to statistical learning, with no background in
mathematical science required.
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After completing this course, the students will be able to

1) understand the basic principles of statistical learning, linear regression (simple linear regression, multiple linear
regression), classification (logistic regression, linear discriminant analysis, quadratic discriminant analysis, k-nearest
neighbor), resampling (cross-validation, permutation test, bootstrapping), and linear model selection and regularization
(subset selection, shrinkage method, dimension reduction, high dimensional statistics).

2) apply statistical methods to engineering practice.

3) lay a solid foundation on conducting further research in statistical learning.
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1. Basics of statistical learning : (3 credit hours)
e  What Is Statistical Learning?
* Assessing Model Accuracy
2. Linear regression : (10 credit hours)
Simple Linear Regression
Multiple Linear Regression
Other Considerations in the Regression Model
The Marketing Plan
Comparison of Linear Regression with K-Nearest Neighbors
3. Classification : (10 credit hours)
An Overview of Classification
Why Not Linear Regression?
Logistic Regression
Linear Discriminant Analysis
A Comparison of Classification Methods
4. Resampling : (10 credit hours)
*  Cross-Validation
*  The Bootstrap
5. Model selection and regularization : (10 credit hours)
*  Subset Selection
e  Shrinkage Methods
* Dimension Reduction Methods
*  Considerations in High Dimensions
6. Moving Beyond Linearity: ~ 2 weeks (5 credit hours)
*  Polynomial Regression
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Step Functions

Basis Functions

Regression Splines
Smoothing Splines

Local Regression
Generalized Additive Models

18.  #FMRIHE'ESE%E Textbook and Supplementary Readings

Required Textbook: “An Introduction to Statistical Learning: with Applications in R” by Gareth James, Daniela Witten,
Trevor Hastie, Robert Tibshirani

Further Reading: “The Elements of Statistical Learning: Data Mining, Inference, and Prediction” by Trevor Hastie,
Robert Tibshirani, Jerome Friedman
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This Course has been approved by the following person or committee of authority




