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Stochastic Control & Portfolio Optimization

#efz

Elective

3/48

H S
Chinese & English

IhEtH, B AR

Jingrui Sun, Assistant Professor
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Probability, Ordinary Differential Equations, Stochastic Analysis,

Analysis
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Students are expected to understand main methods of stochastic control, such as Bellman's
principle of optimality, dynamic programming, approximate dynamic programming, and maximum principle,
to know how to solve some typical optimal control problems, and to utilize them to solve portfolio
optimization problem:s.

Teaching Methods

PPT 255 B4Z R
Teach with PPT and blackboards.
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Course Contents
Con A ABHAETF, BEHX S NE .

difference. )

If the course is open to undergraduates, please indicate the

Section 1 (6 hours) SHAFN LI JE HH fa A

Introduction to Dynamic Programming

Section 2 (10 hours) To 55 B X b B P B )

Infinite Horizon --- Discounted Problems

Section 3 (8 hours) it AL B3 L B A ) R

Stochastic Shortest Path Problems

Section 4 (8 hours) T S (] ] @5 3 E - T 22 [l

Continuous-Time Problems and Mean-Variance Problems
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Section 5 (16 hours) LSS FLR
Approximate Dynamic Programming

REER

Course Assessment

10% % 8] + 30%1F MV + 60%HH A ik

10% Attendance + 30% Homework + 60% Final exam

M RAESERR
Textbook and Supplementary Readings

1. D. P. Bertsekas. Dynamic Programming and Optimal Control, Vol. |, 4th ed. Athena Scientific, Belmont,
2017.

2. D.P. Bertsekas. Dynamic Programming and Optimal Control, Vol. Il, 4th ed.: Approximate Dynamic
Programming. Athena Scientific, Belmont, 2012.

3. J.Yongand X. Y. Zhou. Stochastic Controls: Hamiltonian Systems and HJB Equations, Springer-Verlag,
New York, 1999.

4. J.Sun and J. Yong. Stochastic Linear-Quadratic Optimal Control Theory: DifferentialGames and Mean-
Field Problems. SpringerBriefs in Mathematics, Springer, Cham, 2020.




