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As an important branch of probability theory, random process is a mathematical tool for studying the
regularity of random phenomena over time, and an important part of the random series of courses. It comes
from reality and has a profound application background. It can be widely used in finance, economics and
management science, information science, biological science, computer science and other engineering
technology fields. The stochastic process itself is also an important foundation for studying stochastic analysis
and mathematical finance in the future.

This course will start with the basic concepts of probability theory, including random variables,
mathematical expectations and limit theorems; then, it will introduce the concepts of Poisson process, update




10.

theory, discrete-time Markov chain, continuous-time Markov chain, and martingale in turn And Brownian
motion and other Markov processes.

After completing this course, students should understand and master the basic concepts and conclusions
of stochastic processes; master the definition and nature of conditional expectations, master several equivalent
definitions of Poisson processes, master the update process and limit theorem, and be able to make judgments
proficiently Each type of discrete-time Markov chain can analyse the homogeneity and Markov property of]
continuous-time Markov chain according to actual problems, grasp the definition of martingale and stopping
time and the convergence theorem, and grasp the definition and simple properties of Brownian motion ,
Understand the definitions and related concepts of other Markov processes.
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Introduction: probability, examples of random variables, mathematical
expectations, characteristic functions and probability limit theorems, random

processes
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Poisson process: counting process and Poisson process, Poisson flow,
compound Poisson process, conditional Poisson process
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Renewal theory: distribution of N(t), limit theorem, renewal theorem and its
application, delayed renewal process, renewal reward process, recurrence
process, stable point process
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Discrete-time Markov chain: Markov chain and its transition probability,
Chapman-Kolmogorov equation, KC equation, limit theorem, transfer between
classes and gambler bankruptcy problems, branching process, Markov chain
application, time reversible Markov chain, semi-Markov process
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Continuous-time Markov chain: continuous-time Markov chain, Poisson
process is Markov chain, birth and death process, Kolmogorov differential
equation, limit probability, time reversibility, reverse chain Application of|

queuing theory, unification
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Brownian motion and other Markov processes: Brownian motion, simple
properties of Brownian motion, drifting Brownian motion, backward and
forward diffusion process, Brownian bridge and empirical process, limit
distribution, Markov shot noise process, stationary process
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Textbook and Supplementary Readings

1. Stochastic Processes, 2th edition, Sheldon M. #
2. FEALIRE, fIHIC,




