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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.

1. RFELIK Course Title ALY Algorithms for convex optimization
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Pre-requisites or Other
Academic Requirements MA103b Linear algebra I.
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Courses for which this course
is a pre-requisite
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Cross-listing Dept.

RN KB ¥ H G SYLLABUS
# % H#» Course Objectives

Optimization problems arising from big data problem, dimension reduction, machine learning, image
processing and etc, can be translated and/or relaxed to a large scale structured convex optimization. This
course is devoted for the students interested in solving practical large optimization problems in the different
areas of science and technology.

For solving the large scale problems, it is recognized that the first order algorithms is practical and relative
effective. The alternating direction method of multipliers (ADMM) is a benchmark for solving a linearly
constrained convex minimization model with a two-block separable objective function. In this course, we
will introduce the new development of the ADMM-like methods, both in theoretical convergence, and the
practical implementations and applications.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)

Section 1 Introduction for convex optimization and monotone variational inequality 6 Hours
Section 2 Projection and contraction methods for monotone variational inequalities 6 Hours
Section 3 Customized Proximal Point Algorithms and Relaxed PPA for linearly constrained
optimization. 6Hours
Section 4 Alternating direction methods of multiplies for structured convex optimization 6 Hours
Section 5 New developments of ADMM 6 Hours
Section 6 Study of the Convergence rate of the splitting methods 6 Hours
Section 7 ADMM-like methods for multi-blocks linearly constrained convex optimization 6 Hours
Section 8 Splitting contraction in a unified framework. 6 Hours

bt BB 5% % F Textbook and Supplementary Readings
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EnglishVersion: (http://maths.nnju.edu.cn/~hebma) Lectures of 'Contraction Methods for Convex
Optimization and Monotone Variational Inequalities'

22 454E:  Stephen Boyd and Lieven Vandenberghe, Convex Optimization
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This Course has been approved by the following person or committee of authority




