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This course is designed for the graduate students in engineering and the senior undergraduate
students. The basic numerical methods will be briefly introduced. The contents include the
interpolation, numerical integration, solution methods of system linear equations, the basic
numerical methods for linear and nonlinear least squares, and numerical methods for ordinary
differential equations. Finally, some ADMM-like methods of linear constrained convex optimization
problems, which are closely related to the development of information science, are introduced.

# 2 J5 1 Teaching Methods

URELHAN T, RIS EOR A SE T 558 .

Class teaching, students are required to complete the calculation practice.

#HZ N2 Course Contents

Chapter 1 4512 /Introduction to Numerical Analysis

4 Hours | 1. THEINEFFAXNR: BUETTETEMES, FrafiARENEEZEANE.
Object of numerical analysis: the concept and the characteristics of numerical
methods and an overview of the main contents of this course.




2. WEMFEAM S : RENCKRIE, BWHRE., §NRE, £XRE. HXIREMRE

Basic concept of error: source of error, truncation error, round off error, absolute
error, relative error, error bound and so on.

FAEFE BT RO R JE . ffeTH SR IR A TR R, A BT R,
ERHUE R E k.
Principles for numerical algorithm: simplify the calculation process to save the
amount of computation, reduce the loss of significant digits, select the stable
numerical algorithm.

Chapter 2 }#H{E 75 7%/ Interpolation
6 Hours | 1. Lagrange ffiff: ZeE4d({E S 44G{E, Lagrange 4ifH -
Lagrange interpolation: linear interpolation and parabolic interpolation, Lagrange
interpolation.
2. Newton ffifti: Newton ff{H A, SFFHT KUK Newton ffifH 2 2.
Newton interpolation: Newton interpolation formula, Newton interpolation formula with
equidistant nodes.
3. Hermite #ffH: P45 =X Hermite {8, b1t Hermite A -
Hermite interpolation: the two-point cubic Hermite interpolation, non-standard Hermite
interpolation.
4. BARUGEME: Runge LR, 7 BRZRVEARIE, FEAFRRREL
Piecewise interpolation: Runge phenomenon, piecewise linear interpolation, Spline
functions.
Chapter 3 {9 /Numerical Integration
6 Hours | | R ASRAIAR: BAAK, Newton-Cotes A3, Simpson 24
Interpolation quadrature: Trapezoid rule, Newton-Cotes formula, Simpson formula.
2. Gauss RFA R, Romberg H %
Gaussian Quadrature, Romberg Algorithm
Chapter 4 KRB IREMEIET %/ Direct methods for solving System of Linear Equations
6 Hours |1. HIBEFCHL, FIRAVERERITER 5 0EL LR, ZEB0R A7
Matrix Algebra, Norm of Vector and Matrix, Spectral radius of matrix, Condition number
and ill-conditioned equations.
2. Gauss JHZ1%E, LU 2 f# A1 Cholesky 4 fif
Gaussian elimination, LU factorization and Cholesky factorization.
3. FLHERRREE
Conjugate Gradient Method.
Chapter 5 KRB HIEEAIER 5%/ Solving System of Linear Equations by Iterative
Methods
6 Hours || 3 fRyEfg 3 AN, Jacobi 715 H Gauss-Seidel J77% .

Basic concepts of the iterative methods, Jacobian method and Gauss-Seidel method
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12.

2. BRI  bT: USCERUIE S R A Ui S
Convergence analysis of the iterative method, conditions of convergence, convergence
rate.

3. SOR JSERIIEA A A SR
Iterative formula of the SOR method, Convergence conditions of the SOR method

Chapter 6 1 FniELk M & /)N —F/Linear and Nonlinear Least Square
o 1. ZkM&/N "3, QR 4rfi#, Householder 54,
ours Linear least square problem, QR factorization, Householder transformation
2. At/ —3€, Gauss-Newton /5ik
Nonlinear least square problem, Gauss-Newton method
Chapter 7 BERS HENE{EMR L/ Numerical Solutions of ODEs
1. BRFiJ792, BaslEkhi 77, Runge-Kutta 7772
6 Hours Euler method, Implicit Euler method, Runge-Kutta method
2. &M 2B —BOE AR IE 7% .
The general form and the construction method of linear multi-step method.
Section 8 DL BY > U4 E %/ Splitting contraction methods for convex optimization

6 Hours || g k25t Ak 15 R A AR 25 1, 4TI RUBLI
Optimal conditions of the linearly constrained convex optimization, Proximal Point
Algorithms

2. BRMEAFRNRAIT B YT Lagrange 1%, JEUA-X 8 7572
Augmented Lagrange Method for linearly constrained convex optimization,
Primal-Dual Method.

3. SRR B TS Ak

ADMM for the structured convex optimization

Review

RAEE# Course Assessment

Bo# -
HEIE (10%) +ElL (BPEMERE) (30%) + BREZEH (60%)

Attendance (10%) + Assignment (written and programming) (30%) + final examination (60%)

B¢ Kk HESHE %K Textbook and Supplementary Readings

1 D. Kincaid and W. Cheney, Numerical Analysis: Mathematics of Scientific Computing, Third
Edition, 2003.

2 J.Nocedal and S. J. Wright, Numerical Optimization, [E#MNM{2%4 % 7%, Bl2= H itk 2006

3 J. Stoer and R. Bulirsch, Introduction to numerical analysis, Texts in Applied Mathematics 12:
Springer, New York 2002.

4 H.G EM LIRSS, BUETTE, WP WMBEEAR LR, S%EEE bR, 2014,
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