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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.

1. 4L Course Title A E S 5771 Optimization Theory and Method
BRBLR
2. #12# % Department of Mathematics

Originating Department

3. RERS MA433
Course Code

4.  HFEZES Credit Value 3
5. R Lk k151 Major Elective Courses
Course Type
BREH
6. = Fall
Semester
BRES . .
7. 4 English

Teaching Language
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; zhangj9@sustc.edu.cn
o BRI 0755-88015915
Instructor(s), Affiliation& | Jin Zhang, Department of Mathematics,
Contact Block 3 Room 509, Wisdom Valley.
(For team teaching, please list zhangj9@sustc.edu.cn
all instructors) 0755-88015915
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Tutor/TA(s), Contact
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10. Maximum Enrolment
(Optional)
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Delivery Method Lectures |Tutorials Lab/Practical |Other (Please specify) |Total

SR 48 N/A 48
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ZZizzfn‘:Lsgzzuire;Lnts Other! | inear Algebra (MA104b) or Advanced Linear Algebra (MA221), Probabilty theory
(MA215) or probability theory and mathematical statistics (MA212)
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This course is for students interested in solving optimization problems. Because of the wide (and growing) use of
optimization in science, engineering, economics, and industry, it is essential for students and practitioners alike to
develop an understanding of optimization algorithms. Knowledge of the capabilities and limitations of these algorithms
leads to a better understanding of their impact on various applications, and points the way to future research on
improving and extending optimization algorithms and software. The goal of this course is to give a comprehensive
description of the most powerful, state-of-the-art, techniques for solving continuous optimization problems.
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After completing this course, students should master the basic concepts and methods in numerical optimization. After
learning this course, the students should be familiar with a range of methods and techniques for solving optimization
problems arising in practical applications. In particular, after learning this course, the students should be able

1. to master the basic knowledge, deeply to understand and master the nature of the definitions, theorems, probability
laws, principles and formulae. After the study, the students should be able not only to remember the above concepts and
the basic methods in optimization;

2. to improve the ability of solving practical problems. After learning this course, students should be able to use the

learned knowledge to establish a suitable optimization model and to solve the life related practical problems.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)
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Section 1: Introduction (2 Hours)

Minima of non-smooth functions, Applications in image processing, Applications in the data sciences, Saddle-point
formulations (2 hours).
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Section 2: Convex analysis-subdifferentials (6 Hours)

2.1 Convexity and properties of (convex) functions (2 hours)

2.2 Subdifferentials and characterization of minima (2 hour)

2.3 Strong convexity and smoothness, Convex conjugates and duality (2 hours)
%3 E: BARMMATE (10 225

3.1, Surrogate HARFIERREE FFE. Aah s (2 20)

3.2, AFEUREA IS (2 240D

3.3. A4y inclusions (2 i)
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3.5. Douglas-Rachford 4341 Chambolle - Pock %% (2 ZKT)

Section 3: Unconstrained optimization methods (10 Hours)

3.1 Surrogate objectives and gradient descent, fixed point theorems (2 hours)
3.2 Variational inclusions (2 hours)

3.3 The proximal point method and forward backward splitting (2 hours)

3.4 Douglas-Crawford splitting and Chambolle—Pock method (2 hours)

3.5 Basic properties of set-valued maps (1 hours), the Aubin property (1 hours)
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Section 4: Set-valued maps and sensitivity analysis (6 hours)

4.1 Tilt stability and metric regularity (2 hours)

4.2 Graphical derivatives (2 hours)

4.3 Metric sub-regularity, calmness (2 hours)
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5.1. Kurdyka-Lojasiewicz ¢ (2 i)
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Section 5: Nonconvex optimization methods (18 Hours)

5.1 Kurdyka-Lojasiewicz (KL) condition (2 hours)

5.2 Forward-backward splitting and proximal gradient method for non-convex optimization (2 hours)
5.3 Proximal alternating linearized minimization method for non-convex optimization (2hour)
5.4 Necessary optimality conditions of constrained optimization (2 hours)
5.5 Sufficient optimality conditions of constrained optimization (2 hours)
5.6 Penalty function method (2 hours)

5.7 Augmented Lagrange multiplier method (6 hours)
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Section 6: Stochastic and robust optimization (6 hours)

6.1 Introduction to stochastic and robust optimization (2 hours)

6.2. Stochastic gradient methods. stochastic variance reduction methods. random block coordinate descent methods(4
hours)
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b R H e S %% R Textbook and Supplementary Readings

Supplementary Readings:
1. R. Fletcher, Practical Methods of Optimization, John Wiley & Sons, New York, 1987.
2. J. Nocedal and Stephen J. Wright, Numerical Optimization, Springer, 1999

3. Mordukhovich and Nam, An easy path to convex analysis and applications 2015

4. R. T. Rockafellar and R. J-B Wets, Variational Analysis, Springer, 2013
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Quiz

PHRIETH Projects

SR ENE 30%

Assignments
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Mid-Term Test

HRFER 50%

Final Exam
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Presentation
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Others (The
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This Course has been approved by the following person or committee of authority




