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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be

directed to the course instructor.

1. EFELZ R Course Title K#EHEF Introduction to Big Data Science

2. BrRpE & ¥%#  Mathematics
Originating Department
WIEG S

3. MA333
Course Code

4.  HFEZES Credit Value 3

5. R Lk &R Major Elective Courses
Course Type

6. el FZFE Fall
Semester
BRES s . .

7. FHIHEXNIE English & Chinese
Teaching Language
BGREIN. FRFER BB sk, HoER, @R
X CREER, HIBI| 23 14 417

8 e RET) zhangz(@sustc.edu.cn

) Instructor(s), Affiliation& | Zhang Zhen, Mathematics, Associate Professor
Contact Room 417, Block 3, Wisdom Valley
(For team teaching, please list | ;1angz@sustc.edu.cn
all instructors)
ERRIBIE. FRER. KRR

9. IR 7o NA
Tutor/TA(s), Contact
R ABIRB(FTAE)

10. Maximum Enrolment 50

(Optional)

1. BEHFR YHg SBHRATR |ERES] HE(GFRMAEH) JSEE i)
Delivery Method Lectures |Tutorials Lab/Practical |Other (Please specify) (Total
24

48 48
Credit Hours
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Pre-requisites or Other . S .-
Academic Requirements Probability and Statistics (or Probability Theory)

JREERER. HEEIM P52 98 Data Mining, 4iit#HL2%%% >3] Statistical Machine Learning, K#(#E 15 Big Data
Courses for which this course .
. - Computing
is a pre-requisite
HEERBEZAFENER
Cross-listing Dept.
BEERN R # 2 HP SYLLABUS

# % B #» Course Objectives

1. AEREERE I IE AN & A 76 % Show the basic concepts and objectives of big data research
2. ERREIERERIEA TR UL B4R Teach basic methodology of big data science, including mathematical modeling

3. 51554 Python 15 5 n R AL BRALHE , MRV SLFR ) Guide students to programming and data processing with R and
solving real problems

ik % > R Learning Outcomes

AR, AR

By the end of the semester, the students will be able to:

1. HHIRBE S 75 o 1 K ZUH 78 Describe the big data problems in real life

2. R R [ U AL B AT 1 545 Turn the big data problems into mathematical and computational models

3. FERKBARRE W EE AT R, I R EERER, SRR MR A P 4E 55 7% Master the basic methodology

of big data science, e.g., Classification, regression, clustering, model selection, dimension reduction, etc.

4. TREIATIRT R RO SIALEE, A EARE F AN ORI HIZRIZE T RIS ST AT A, HE
T7 R G RILE LR 22 3125 Get to know hot topics in applications, e.g., Natural language processing (NLP), text analysis, social network
analysis, neural network and deep learning, distributed computing, recommender systems, online learning, etc.

=45 | Python if 5 4nfE DL KON SE R B0HE AR 2], B G HOm AR . I, SERCRNE T, DL BIRE Y28 Learn programming

and processing real data with python, including data collection, data extraction, data integration , data cleansing, and data mining

BREAREHFEON (RRETUIONE, MRRENBFNATLAHIOC RSB, #EH HAEY
FEHA

Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)

s KEUEEA: BUBRZIEANLESSES] (2 26

Chapter 1: Introduction to big data science: Data mining and machine learning (2 hours);
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S HURETUALEL: BORYCE. SRIGIEEL, python IEF M (4 240

Chapter 2: Data preprocessing: Data collection, data extraction, and data cleansing, python programming (4 hours)
B [HRR. VR RAFIIENA T (4 52D

Chapter 3: Supervised learning: Linear regression, regularization methods: Ridge and Lasso (4 hours)

PR A k-GEAR, RHW, SCRFFENL, ZERIRANR DULHREN (8 S

Chapter 4: Classification: k-nearest neighbours, decision trees, support vector machine, logistic regression and Naive Bayes rules (8
hours)

W ERENE: 8%, BN, 3271, AdaBoost ik, BEEERETHIRSERS (4 %D

Chapter 5: Ensemble learning: Bagging, Stochastic forests, boosting, AdaBoost, gradient boosting decision tree (GBDT) (4 hours)
BNE REHA: KPHIE, BIRER (45D

Chapter 6: Clustering models: k-means, hierarchical clustering, association rules (4 hours)

L. FCSERER. WE-JT 20, TR TER, SEXESE (2 %)

Chapter 7: Feature and model selection: Bias-variance decomposition, evaluation indices, cross-validation (2 hours)
SNE: FEYE: AERIRI T, R AT (450D

Chapter 8: Dimension reduction: Linear discriminant analysis (LDA), principle component analysis (PCA) (4 hours)
FILE: EMBEM SR G (2 25

Chapter 9: Expectation-Maximization (EM) methods and Gaussian mixed models (2 hours)

b MEREEA, BIEE S S T (4250

Chapter 10: Probabilistic graphical models, graphical algorithms and social network analysis (4 hours)

Bt E MEMBEIRESE] (4220

Chapter 11: Neural networks and deep learning (4 hours)

BT BRET RSO (452D

Chapter 12: Natural language processing (NLP) and text analysis (4 hours)

B =E: HEHFERG (22N

Chapter 13: Recommender systems (2 hours)

HrPE: HALE. L], KBS 5045 i e

Chapter 14: Online learning, large scale data and distributed computing (if time permit)

it R © S E%E Textbook and Supplementary Readings
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22K Textbook:
1. BEREESE], REREE, mSHE HRE, 2017
2. WLERES], &R E, BHERFEHRE, 2016.

3. An Introduction to Statistical Learning with Applications in R, by Gareth James, Daniela Witten, Trevor Hastie and Robert
Tibshirani, Springer, 2013.

4. Machine Learning, by Tom Mitchell, McGraw Hill, 1997.
5. Pattern Recognition and Machine Learning, by Christopher M. Bishop, Springer, 2006.
HAth 22 % #l Supplementary Readings:

The Elements of Statistical Machine Learning: Data mining, Inference and Prediction, 2nd Edition, by Trevor Hastie, Robert
Tibshirani, and Jerome Friedman, Springer, 2009.

Pattern Classification, 2nd Edition, by Richard O. Duda, Peter E. Hart, and David G. Stork, John Wiley & Sons, Inc., 2000.

TR EG ASSESSMENT

19.  PHEER PEAl I [A] SERERSGESL BLELT B/
Type of Time % of final Penalty Notes
Assessment score

H &) Attendance

RERI

Class Performance

/NI

0,
Quiz 10%

WEMH

Projects

SRR

. 09
Assignments 30%

BB

0,
Mid-Term Test 30%

BRER

0,
Final Exam 30%

BRIk

Final Presentation

HE (THREFEX
U EFEITED
Others (The above
may be modified as
necessary)

20. 1843777 GRADING SYSTEM

MA. +=2%%%)| Letter Grading
0O B. —&idsH ] GEL/AEL) Pass/Fail Grading

4
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W ##t REVIEW AND APPROVAL
21. FRERBCETUTENRR SHEIET

This Course has been approved by the following person or committee of authority




