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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.
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Credit Hours

TBRE, HEEIBR BER Y SHE S MA212 SREE 45 MA204

z:ztz:::sgizmrerzgnts Other Probability and Statistics MA212 or Mathematical Statistics MA204

JREERRE. B IHK P12 Data Mining, ZiTHLE%%% > Statistical Machine Learning, Kt

Courses for which this course

is a pre-requisite # Big Data Computing
HEERBEARENER
Cross-listing Dept.

RN K H % H P SYLLABUS

#% H#% Course Objectives

1. KRB R AN 2 7T %) % Show the basic concepts and objectives of big data research

2. AEFR KRBT IR T 108 UL R B E= Y Teach basic methodology of big data science, including
mathematical modeling

3. 5194 H Python it 5 ML AR, AT SERR A @ Guide students to programming and data
processing with R and solving real problems

FIL 2% R Learning Outcomes

WA ARRIE ], FAK R
By the end of the semester, the students will be able to:

1. IS AE G H ) K24 () @ Describe the big data problems in real life

2. B R B ) AU AL B AN ] 1 B Turn the big data problems into mathematical and computational
models

3. BR KEE R A I FEA T IER a0 7 S L [l AR | SRS | Y I A [ 4E 55 715 Master the
basic methodology of big data science, e.g., Classification, regression, clustering, model selection, dimension
reduction, etc.

4. TETIN R EAENIE, WERE T TR UK. ARSI AT PR 2 FIRE A 2
AR, R RGUNTE L % 3155 Get to know hot topics in applications, e.g., Natural language processing
(NLP), text analysis, social network analysis, neural network and deep learning, distributed computing,
recommender systems, online learning, etc.

5. 2£2=H Python & 5 S FE LA SO SERRECHR I A0 28, B FRER E . $RE. SERURNIG T, DAAERTZ
P8, FF5EREHE S BT i5 Learn programming and processing real data with python, including data collection,




17.

data extraction, data integration , data cleansing, and data mining, and write reports for data analysis.

RENFREERT (URRES UFOE, WRENFNMFETUAZE R Eerssidgey, 28 HaEy
EX* )

Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)

B~ Lecture 4% 2 #0011 H

Lecture 1 REHE /- B IZ30 MHLE 2= 25 python i 5 #2/7 8 /1 Introduction to big data science: Data
mining and machine learning; python programming

Lecture 2 04 TACEE . ¥ 4E . FEHUAITE 2 Data preprocessing: Data collection, data extraction, and data
cleansing

Lecture 3 732558 : 2 FF[A]EHL Classification: Support vector machine

Lecture 4 73284558 ;. k-124R Classification: k-nearest neighbours

Lecture 5 HR M Decision trees

Lecture 5 Fh 2= DU 772 1] Naive Bayes rules

Lecture 6 32 %5 [A] 5 A1 2 14 20 51 43 #1 Logistic regression and Linear discriminant analysis
Lecture 7 Z& % [A] )45 4! Linear regression

Lecture 8 1E M4k 77 7% Regularization methods: Ridge and Lasso

Lecture 9 SE 5775 4835, BENLARMR Ensemble learning: Bagging, Random forests
Lecture 10 27+, AdaBoost 5% Boosting, AdaBoost

Lecture 11 B & $2 F+ ¥R 5% Gradient boosting decision tree (GBDT), XGBoost

Lecture 12 MM . k31 /77%, Clustering models: k-means

Lecture 13 JZX %K hierarchical clustering

Lecture 14 B VEFHEF K Graphical algorithms and spectral clustering

Lecture 15 FFE SHAIERE: (W Z%-J7 Z 57 i Feature and model selection: Bias-variance decomposition
Lecture 16 P $a4R, 38 X & 1F Evaluation indices, cross-validation

Lecture 17 B 4E: 2R 1% J 59 40 1, = B4 7 M1 Dimension reduction: Linear discriminant analysis (LDA),
principle component analysis (PCA)




Lecture 18 #% 13 704, % >J Kernel PCA, manifold learning

Lecture 19 EM B A= 7R A 158 Expectation-Maximization (EM) methods and Gaussian mixed models
Lecture 20 #1322 53 #1: 238K PageRank 5.7% Social network analysis: Google PageRank

Lecture 21 #1242 4% Neural networks

Lecture 22 ¥RJE%5: 2] B RRIE 28 MEFA A4 M 4% Deep learning: CNN and RNN

Lecture 23 52 R 3% /R 24 2 HLF1AE 54578 Restrictive Boltzmann machine and generative model

Lecture 24 7% &4t Recommender systems

SIGUR (32 ) #ay

BB SR AL B JEIR jupyter notebook ARG FE . A3 HT S M 1--75 /D T I 4 4 HHE AR T
KeER, o)A R 2-- i S B A, e AT AT REAT AR B AR AEAL . B . SURAEACER . S (A
(2 %0

Chapter 1: Software installation and data preprocessing: show the installation process of jupyter notebook. Analysis case 1 -
pretreatment of youth market segmentation data set, analysis case 2 - hypertension data analysis, and analysis of how to standardize
and discretize variables, deal with missing values and detect abnormal values. (2 hours)

B2 AL T RG] SVM BT TR A W AN R R BUS B A R RCR . AF
MR B EEAF i, LS. (250D

Chapter 2: Classification model: analysis case -- optical character recognition using SVM. Different effects are obtained by
analyzing different kernel functions. Different kernel functions process different data and optimize parameters. (2 hours)

BT 3 R A - KL AR S AU E SIS WA, )b S 4] A R SRR LA A AE
RIS PSR . WS04, AR KAES 2 # R SR A RCR . (221D

Chapter 3: Classification model: analysis case - neighbor neighbor algorithm to build an automatic breast cancer diagnosis model,
analyze the case - use the decision tree to establish a personal credit risk assessment model. Through parameter adjustment analysis,
different K values correspond to segmentation points. (2 hours)

B 4 AR B ST BT B AR, b —oelelA . ZoolElE, S Eh T b
Fefditt BORBURMTE) , WS A IENMG AR s & A2 SERZR R AE Rl (2 22D

Chapter 4: Regression model: analyze the case - the model for predicting medical expenses, analyze univariate regression and
multiple regression, analyze parameter estimation (least squares estimation and maximum likelihood estimation), adjust parameter
analysis regularization, and solve the problems of over fitting and multicollinearity. (2 hours).

O 5 B RNAMANR DU HE N 3 A S5 -- 5 T AN 3R DL S S i) AL IR R A a0 A b s N 44
TN, sy HrELE AR B AT ik (UL MR AR D o b )-8 FH 2R [0 H 3E47 5 B AE
oy, TR T (250D .

Chapter 5: Logistic regression and naive Bayes rule: analysis of cases -- mobile phone spam message filtering and gender prediction|

of Chinese names based on Naive Bayes algorithm, and analysis of continuous variable processing methods (discretization and|
probability distribution function). Case analysis - use logistic regression to classify iris varieties and analyze maximum likelihood

4



estimation.. (2 hours).

AT 6 IR M R BEAL AR BT L0 R 2. RS AR T, AR TR
KB, (4D

Chapter 6: Integrated algorithm: case analysis - red wine quality classification using random forest. Different sampling methods and|
different classifiers are analyzed by parameter adjustment analysis. (4 hours).

AT #Tt, AdaBoost Hk, BRELFETHRIEN b EBI--L0I 002K, S RENLARMEEAT XS EL A
(2 %0

Chapter 7: Lifting, AdaBoost algorithm, gradient lifting decision tree, analysis case - red wine quality classification, comparative
analysis with random forest. (2 hours).

TN S RIS, kMWME TR, BIRE, TR k YHE VRN D EE BADGERZ K, R
Bl-- 2 IR BFAREM S ERE, WS ARBERNEE. RREBEEE. AR KA. AREBEO, &K
## K-Means, (2 ZHf)

Chapter 8: K-means method, hierarchical clustering, case analysis - k-means method classifies teenagers' information and interests,)
case analysis - hierarchical clustering clusters automobile models, adjusts parameters to analyze the number of different clusters,
distance measurement between clusters, different K values and different centroids, and improves k-means. (2 hours).

B9 EIEIEAE R, i RO--E D EE BN RIS, 5 kK BETNELE . (25D

Chapter 9: Graph algorithm and spectral clustering, case analysis -- Classification of teenagers' information and interests, and
comparative analysis with k-means method. (2 hours).

B 10 FHE SRR WE-TT E R, VPRRR, SSXRAE , T R E-RHREAE 11 ERR ERRE
aiTe (2D .

Chapter 10: Feature and model selection: deviation variance decomposition, evaluation index, cross validation, case analysis -
feature analysis of automobile on 11 indexes. (2 hours).

R 1L BEYE: AR, BT . T B PCA FE NIRRT, o SR A -- P
YT IA A TR P N . (250D
Chapter 11: Dimensionality reduction: linear discriminant analysis, principal component analysis, analysis case -- Application of|

PCA in face recognition task, analysis case -- Application of dimensionality reduction method in optical character dataset. (2 class
hours).

W12 ) EM BUEACERER R M. (2 FED .

Chapter 12: Processing missing values with EM algorithm. (2 hours).

A 13 MM, RO Gephi KBALIX . (221D

Chapter 13: Social network analysis, case study -- using gephi to discover communities. (2 hours).
B 1AM SIRES ], sl REESH it (2D

Chapter 14: Neural network and deep learning, case analysis, course project analysis and discussion. (2 hours).




18.

19.

AT 15 RAEIUH Mg (221D .

Chapter 4: Course project analysis and discussion. (2 hours).

#Ht R HESE%E Textbook and Supplementary Readings

ZH M Textbook:

ekl gal, MmREE, 5808 HRt, 2017.
HAth 225 %k} Supplementary Readings:

Plasaeo], G 2%, HER% AL, 2016.

An Introduction to Statistical Learning with Applications in R, by Gareth James, Daniela Witten, Trevor Hastie
and Robert Tibshirani, Springer, 2013.

Pattern Recognition and Machine Learning, by Christopher M. Bishop, Springer, 2006.

The Elements of Statistical Machine Learning: Data mining, Inference and Prediction, 2nd Edition, by Trevor
Hastie, Robert Tibshirani, and Jerome Friedman, Springer, 2009.

Understanding Machine Learning, by Shai Shalev-Shwartz and Shai Ben-David, Cambridge University Press,
2018.
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Quiz
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