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The course information as follows may be subject to change, either during the session because of unforeseen
circumstances, or following review of the course at the end of the session. Queries about the course should be
directed to the course instructor.

1. ELHK Course Title 1% 1& Probability Theory
2. #%# %& Department of Mathematics

Originating Department

WS
3. MA215
Course Code

4. PRFEES) Credit Value 4
5. W ik 1&1% Major Elective Courses
Course Type
BRFEM
6. == Fall
Semester
BRES o .
7. 4 English

Teaching Language

X U I, #5053 | FHIFECEIR S 0 70109 %

NETS chenay@sustc.edu.cn
8 BRI 0755-8801-8688
' Instructor(s), Affiliation& | CHEN Anyue, Professor, Department of Mathematics
Contact Rm.701-09, Service Centre of Scientific Research and Teaching Bldg.
(For team teaching, please list | chenay@sustc.edu.cn
all instructors) 0755-8801-8688
5
J % l N N A
LI, FURER. BA 7 NA | £~ 4i To be announced
9. IR
Tutor/TA(s), Contact
ERABFRB(TAH)
10.  Maximum Enrolment
(Optional)
1. BEHFR PR BRI | LRIES He (BB EE) JSEeainy
Delivery Method Lectures |Tutorials Lab/Practical |Other (Please specify) |Total
ELE 8 48 48
Credit Hours
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Pre-requisites or Other

Academic Requirements Mathematical Analysis Il or Calculus A I

JREERE, HEEIMI MA314 BN AR

_Courses for .w.h'Ch this course MA314 Applied Stochastic Processes
is a pre-requisite

HEERBEARENER
Cross-listing Dept.

RN K # ¥ H P SYLLABUS
#22 H¥5 Course Objectives

To introduce the basic concepts in probability theory which forms the basis for all applications of probability and statistics, and for
further probability and statistical theory including, in particular, stochastic processes. Also to introduce the basic probability methods
and techniques with a strong emphasis on applying these standard methods and techniques appropriately and with clear
interpretation. The emphasis is on applications. The basic teaching goal is to grasp the basic concepts regarding random variables,
random vectors, functions of random variables, expectation , variances, covariance, and central limit theorems and the related
important conclusions and theorems and to study their extensive applications in many fields. The basic aim is to teach students to
handle the basic theory and fundamental methods and technologies for random phenomenon, to train students' scientific thinking and
problem analysis and problem solving skills, and to lay a good foundation for the subsequent courses in modern probability theory.
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Fii& % > %R Learning Outcomes

After completing this course, students should master the basic concepts and methods in probability theory. After learning this
course, the students should be familiar with a range of methods and techniques for solving real life problems of the probabilistic
nature. In particular, after learning this course, the students should be able

1. to master the basic knowledge, deeply to understand and master the nature of the definitions, theorems, probability laws,
principles and formulae. After the study, the students should be able not only to remember the above concepts and the basic
probability laws including conditions and conclusions, but also deeply to understand the basic principles and ideas of probability
theory.;

2. to master the basic skills and be able to compute expectations and probabilities according to law and formula correctly;

3. to train the ability of thinking and to enhance the ability to do research regarding random variables;

4. to improve the ability of solving practical problems. After learning this course, students should be able to use the learned
knowledge to establish a suitable probability model and to solve the life related mathematical problems.
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Course Contents (in Parts/Chapters/Sections/Weeks. Please notify name of instructor for course section(s), if
this is a team teaching or module course.)

Ch1. Introduction (3 hours): Introduction; Baby Set Theory; Combinatorial Methods; Binomial Coefficients; Binomial Theorems.

Ch2. Probability Measure (5 hours): Sample Spaces; Events; The Probability of an Event; Some Rules of Probability; Conditional
Probability; Independent Events; Bayes’ Theorem.

Ch3: Random Variables (10 hours): Random Variables; Probability Distributions; Discrete Random Variables; Probability Mass
Functions; Binomial Random Variable; Poisson Random Variable; Other Discrete Random Variables; Continuous Random Variables;
Probability Density Functions; Exponential Distributions; Normal Distributions; Gamma Distributions; Some Other Commonly Used
Continuous Distributions; Function of a single random variable; Transformations; cdf methods.

Ch4: Random Vectors (8 hours): Multivariate Random Variables; Joint, Marginal and Conditional Distribution Functions;
Independent Random Variables; Bivariate Normal Distributions; Multivariate Normal Distributions.

Ch5: Mathematical Expectations (10 hours): The Expected Value of a Random Variable; The Basic Properties of Expectations; The
Variance of a Random Variable; Moments; Covariance and Correlation of Random Vectors.

Ch6: Functions of Random Variables (8 hours): Basic Concepts; Property of Expectation of Function of Random Variables;
Distribution Function Techniques; Transformation Technique for One Variable; Transformation Technique for Several Variables;
Generating Function Technique; Sum and Ratio of Two Random Variables,; the Moment Generating Functions: properties and
Applications.

Ch7 : Limit Theorems and Distributions Derived from the Normal Distribution (4 hours): The Law of Large Numbers, The Central
Limit Theorems; Chi-Square Distribution, The T- and F- Distributions; The Sample Mean, The Sample Variance.

o R H e E%R Textbook and Supplementary Readings

Required : Rice, J.A., Mathematical Statistics and Data Analysis, Duxbury Press.
Recommended:
1. Douglas G. Kelly, Introduction to Probability, Macmillan Publishing Company, 1994, ISBN 0-02-363145-7

2 Sheldon Ross, A First Course in Probability, 4t Ed, Macmillan Publishing Company, 1994, ISBN 0-02-403872-5
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MA. +=H% %% Letter Grading
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This Course has been approved by the following person or committee of authority




